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1 INTRODUCTION to the NEWSTAR Cookbook

NEWSTAR is an acronym for Netherlands East-West Synthesis Telescope Array Reduction.

This Cookbook describes the use of the NEWSTAR tav-data reduction package for the West

erbork Synthesis Radio Telescope (WSRT). In particular it describes how to take maximum
advantage of the strong points of the WSRT, which are:
- very small ‘closure errors’ (< 0.01 %)
- low instrumental polarisation, due to axi-symmetric telescopes
- good wide-field mapping, due to the East-West array
- redundant spacing information for model-independent calibration
The software can also be used for other East-West arrays, and there is an interface for data
from the Australia Telescope (AT).

The programs were originally developed by J.E.Noordam in 1977-1983. They were then
further enhanced (and professionally coded) by W.N.Brouw. This resulted in the ‘R-series’ of
programs (REDUN, RLIGN, RMAP etc), which became also known as ‘DWARF’, after the
local software environment developed by NFRA. In 1990-91, Brouw has written a complete
revision, with many irnprovements and new options. This was first called the ‘N-series’ (with
program names NSCN, NCALIB, NMAP etc), and then ‘NEWSTAR ‘. During this entire
development, A.G.de Bruyn played an indispensable role as an active and stimulating user.

The NEWSTAR ‘package’ consists of the NEWSTAR programs, the DWARS parameter in
terface, the Groningen Image Display System (GIDS), and PGPLOT routines for screen
graphics. NEWSTAR runs on SUN and liP (and perhaps DEC) workstations, predomi
nantly in Dwingeloo, Westerbork, Groningen and Sydney. However, if sufficient interest
is expressed, the package can be exported to other institutes (like Bonn University) on a
small scale. VAX and Alliant implementations stili exist, and the package also runs on a
Convex. NEWSTAR has completely superseded the old It-series, which has been (rozen and
will effectively disappear with the Alliants in Dwingeloo and Groningen.

1.1 Structure of this Cookbook

The Cookbook has a top-down structure, in which the amount of detail increases towards
the end. It consists of the following main chapters:

1. General aspects, including a general introduction and oveview, background informa
tion on the hardware environment at NFRA in Dwingeloo, and the use of the DWARF
parameter interface.

2. Processing ‘recipes’, giving step-by-step guidance for the various data reduetion
methods. These recipes refer to options of specific programs described in a later
chapter.

3. File description. Details of the structure and contents of the NEWSTAR data files
and auxiliary files. Also given is an overview of the possible interactions with these
‘objects’.

4. Program description. Details of the available options in the the various NEW-
STAR programs. These include an explanation of the output on the sereen and on the
printer/plotter. For each program, there is a summary of its parameters (‘keywords’),
including their on-line HELP tefl.

5. Appendicos with relevant information for NEWSTAR users.

Each chapter consists of about 5-10 sections of 2-10 pages each. The Cookbook will be
updated continuously, as new processing methods are developed and old ones are improved
(this includes the removal of bugs, inconceivable as they may be). For this reasons, full
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reaieases of the entire Cookbook will be rare. Tnstead, individual sections will be updated

(or added) and distributed separateiy. As a consequence, the sections are as much as possible

ïndependent from each other. Cross-references to other sections are by name (not by page

or section number), and page numbering is not consistent. Eventually, the Cookbook will

be made available by anonymous FTP, as part of the WSRT 1.Jser Documentation.

1.2 How to use this Cookbook

It is assumed that the user has some experience in radio aperture synthesis reduction. For

the beginning NEWSTAR user, we recommend the following steps:

• Study the table-of-contents to get an idea of where to find what. Note that the page
numbering will he mea.ningless in a Cookbook that consists of independent sections.

• Read this introduction, especially the block diagram that gives an overview of the
(relation between) NEWSTAR programs and files. Note the basic functionality of each.

• Read the section ‘Overview of NEWSTAR files’. Among other things, it contains a
description of the three main NEWSTAR data files (SCN, MDL and WMP), and a
summary of possible interactions with each of these ‘objects’.

• Familiarise yourself with the structure of the uv-data file (SCN-file), and the various
corrections that are stored therein.

• Read the section on ‘Common features of NEWSTAR programs’ to learn how to
run NEWSTAR programs and to manipulate program keywords (parameters) under
DWARF.

• Scan through the processiug recipes, to see what is available. Find the recipe that
is closest to your particular project, axd go through the steps.

1.3 The NEWSTAR reduction concept

In many ways, NEWSTAR reduces uv-data in much the same way as other radio aperture
synthesis packages like AIPS and MIRIAD. WSRT uv-data may be inspected, manipulated,
calibrated etc. For the latter, one may use the data itself (SELFCAL), special calibrator
observations, or externally obtained information about the ionosphere and clock.

The NEWSTAR reduction concept is differenf in the way it deals with calibration methods
like SELFCAL:

1. The source model used in NEWSTAR is much more versatile than the usual collection
of CLEAN components. It consists of multi-parameter source components, which are
not limited to grid points, and can be used for many other purposes (see below).
However, CLEAN components, generated in the normal way, may also be induded in
the model.

2. The uv-representation of the SELFCAL model is stored with the uv-data in the same
SCN-file. It is always available for comparison with the observed uv-data, calculation
of antenna-based gains, model ‘updates’, or any other manipulations that the user
might choose to perform.

3. The redundant spacings of the very regular WSRT array are exploited as powerful
extra constraints on the SELFCAL process. These constraints represent a ‘higher
truth’ than constraints that are dependent upon the source model, which may be
incorrect. Thus, it is more difficult to converge to the wrong model.
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The NEWSTAR source model is usually not generated by CLEAN, but in the foflowing way:

A search programme is used to find sources in the map, which are then represented as multi

parameter components (position, fiux, extent, polarisation, spectral index, etc) tiowever, to

avoid picking up the crossing points of grating rings as real sources, the process is done

in a number of iterative steps. Initially, only very strong peaks in the map are located.

These components are then Fourier transformed, and subtracted from the uv-data to form

a ‘residual map’, which can again be searched to find weaker sources. In each iteration,

the incomplete model is used to derive SELFCAL phase and gain corrections. There is

an additional operation, caLled ‘update’ in which the source parameters (e.g. position and

flux-densities) may be improved dynamically, using the uv-data and the uv-model.

The multi-parameter source components of the NEWSTAR source model may be used for

many other purposes besides SELFCAL. An example is the accurate combination of differ

ent polarisations, different pointing centres (mosaicking), or different frequencies (‘broad

band’ mapping). They can also be used to deal with instrumental polarisation, Faraday

rotation measures, and probably even with time-variable image-plane phenomena like non

isoplanaticity.

1.4 Overview of NEWSTAR programs and data files

The NEWSTAR functionality is distributed over a relatively small number of programs, each

with a relatively large number of options. Thus, each NEWSTAR program represents a ‘class’

of operations. See also the block diagram in fig2R This approach differs from the structure

of AIPS, which consists of a large number of small programs.

• NSCAN: Reading and manipulation of the uv-data file (SCN-file). Inspection and

editing of uv-data and header information. Transfer to and from other formats (eg.
UVFITS).

• NCÂLIB: SELFCALibration, with or without redundancy constraint. Standard Cal
ibration with the help of calibrator observations. Various polarisation corrections.

• NMODEL: SELFCAL model generation and manipulation.

• NMAP: Generation and manipulation of images (maps) of various types, with many
options. Conversion of images to FITS format.

• NPLOT: Plotting of uv-data (including SELFCAL residuals and telescope errors)

and maps of all types. Various graphics formats are generated, including X-screen
format (using PGPLOT routines).

• NG1DS: Interface between the .WMP file and the GIPSY Image Dispay System
(GIDS), for X-screen display of images.

• NCLEAN: CLEANing and restoring of map(s). CLEAN components are added to a
SELFCAL model, and may be ‘restored’ in the residual map.

• NGCALC: Offers a variety of calculations on nv-data, to extract astronomical infor
mation from it.

• NATNF: Reading of uv-data from the Australia Telescope (E-W array only).

There are three main types of NEWSTAR data files, and some awciliary files for logging.
plotting etc. Just like the NEWSTAR programs, the data files are relatively large, in the
sense that they may contain a collection of similar data that is related in some way:

• .SCN files contain uv-data and their corrections, and possibly the source components
and the uv-representation of a SELFCAL model. The same file may contain many

related uv-data sets, e.g. frequency channels, pointing centres (mosaicking), calibrator
observations etc.
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• .WMP files contain image data, including antenna patterna (for CLEAN) and resid

ual images. Many related images can be held in the same file.

• .MDL files contain a single source model. This consists predominantly of multi
parameter source components, but ordinary CLEAN components may be mixed in.

NEWSTAR completely supersedes the earlier R-series of programs, which wijl disappear
with the Alliant and the VAX. NSCAN replaces RSCAN and RWTAPE. NCALIB replaces
REDUN and RLIGN. NMODEL replaces RMODEL. NMAP replaces RMAP and RMFID.
NPLOT replaces RPLOT and RMPLOT. NCLEAN replaces RCLEAN. NGCALC replaces

RGPLOT. The programs NSCAN, NMAP and NMODEL provide ways to translate existing
R-series files.

1.5 Relation to the WSRT Standard Calibration

NFRA was the first to offer absentee observing and a calibration service to users of radio
aperture synthesis telescopes. Upon request, the Dwingeloo Reduction Group will apply
phase and gain corrections derived from calibrator observations before and after the user’s
ohservation. This is the socalled Standard Calibration. They can also apply externally
obtained corrections for ionospheric Faraday rotation and refraction, and clock errors.

However since the invention of SELECAL and the exportable reduction package (AIPS),
many users like to do their own reduction in their home institute. NEWSTAR caters to this
desire by incorporating the functionality of the programs used by the Reduction Group in
Dwingeloo. In addition It offers more advanced techniques like SELFCAL etc, and reversihle
data editing.

The tasks and the tools of the WSRT User Service are now being reviewed, with an eye
on diversification. The service may be extended to include all the reduction techniques in
NEWSTAR . Ideally, user and User Service should work with the same software package.
This is now possible with NEWSTAR , and in the future with AIPS++.

1.6 Relation with GIPSY, AIPS and AIPS++

Since the development of SELFCAL, astronomers have wanted to reduce their nv-data
themselves, preferably in their own institute. This bas been recognised by NRAO, which has
provided the very successful AIPS package for the reduction and analysis of VLA data. It has

been difficult for NFRA to make the WSRT reduction programs available in a similar way,
partly because of the large effort involved, and partly because users (and system managers)
are resistant to “yet another package”. The result is that the number of WSRT users is
much smaller than it could be.

As an alternative, users can reduce their WSRT uv-data with AIPS, which is available and
supported at many institites throughout the world. WSRT uv-data files can be transferred
to AIPS via the ‘UVFITS’ format. However, since AJPS is rather VLA-specific (in terms of
polarisation, coordinate-systems, redundant spacings etc), it will in general not be possible
to do full justice to WSRT data in this way. The situation is better for WSRT image data
(maps), which can be easily transferred to image analysis packages like AIPS (or G1PSY, or
MIDAS) by means of the FITS format. However, astronomers do not like to move from one
package to another, and would prefer to have WSRT uv-data reduction and image analysis

in a single package.

The best solution would be to incorporate (and maintain) the specific WSRT programs in
the “World Reduction Package”. The possibility of using AIPS for this purpose was seri
ously discussed, even though it is difficult to program in AIPS, especially for non-VLA use.
Fortunately, there wilt be a timely successor (AIPS++), which will be specifically designed
for programmability and maintainability, and which will not be VLA-specific. AIPS++ will
be availahle from 1994 (7) onwards, and will contain all the NEWSTAR functionality that
is needed to get the most out of WSRT data.
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Block diagram of the NEWSTAR programs and data-files. The NEWSTAR pack
age specialises in the processing of uv-data from East- West arrays, in particular
the WSRT. The heart of the package is the SELFCAL loop, although ii has many

other features. WSRT-style SELFCAL is different in two respecis:

- 1: It makes full use of the ertra (model-independent!) constraint provided by the

presence of redundant spacings in the WSRT array.

- 2: The source model contains multi-parameter source components, ineluding er

tendedness, polarisation and spectral inder. It can also contain CLEAN compo

nents.
The S types of data files (SCN, MDL and WMP) con be manipulated by means of

the programs NSCAN, NMODEL and NMAP respectively. The program NCCALC

can be used to ertract a wide variety of (astrophysical) information from the data.
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1 GETTING STARTED (in Dwingeloo)

This section is meant for NEWSTAR users who want to vork on the computers in Dwingeloo.

Since the configuration is changing continuously, and especiafly in late 1992/early 1993 this

section may soon be out of date in some details. Consult the Editor of the Cookbook or the

author of this recipe if things do not work as expected.

1.1 Getting a machine and diskspace

There is a variety of computers, terminals and display devices available in Dwingeloo. Al
though you are free to work on any system that you fancy we strongly suggest that you

work on either the SUN workstations or the HP workstations (which are due to arrive in

January 1993). There are at least three good reasons to do so:
- these worlistations are an order of magnitude faster than the VAX/Alliant
- these workstations have wonderful display (enough for 1024 x 1024 pixels through their
X-terminal graphics
- they (will) have plenty of diskspace

Some details on the various systems are given below.

1.1.1 SUN workstations

At present there are two methods to get you into one of the SUN workstations. The direct
way is through one of the X-terminals. There is one available for general users in the
‘terminal kamer’ which is located opposite the computer room entrance (ground floor).
There are three more X-terminals in astronomer offices and several more will arrive in
January 1993. All you need is an account (username and password) which can be gotten
from Klaas Stuurwold (room 231), the system manager for the SUN and HP workstations.
How to deal with X-windows is a separate story alltogether.

A second route to the SUN workstations is through ‘telnet’. Within Dwingeloo you can
connect to a different computer than the one you are working on by typing:
telnet rzmwso Cor rzmvsl • rzmvs2 er rzmwsa) to connect to one of the SUNs
telnet rzmall to connect to the Alliatt
telnet rzmvx4 to connect to the VAX3400

1.1.2 HP workstation

The procedure to get you into one of the UP workstations will probably be very similar to
that to get to the SUN. Details like computer hostnames will become available soort

1.1.3 Alliant
N

To log onto tlUliant (which will bØisconnected sometime in 1993) there are two methods.
The common ro’Ue is through t,d LAT server which is available on all non-X-terminals
(VT*** terminals7’xf which thea are a few in the ‘terminal kamer’. The second route is to
transfer through the’he of te,lfet, once you are already logged onto one of the computers.
Contact Henny Lem (rm 232) for an account. The procedure to log on via the server is
as follows:

server: c rzmall
login: username
password: ask manager
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dir: <Ca> selects root directory
> pvd show present working directory
> df show disks

1.1.4 VAX3400 (discouraged

Users are discouraged from reducing data on the two VAX 3400’s (RZMVX4 and RZMVX5).
These machines are being used by a large number of people for a great variety of tasks.
Consequently, serious data reduction will be painfully slow (and slow down everybody else
as well). Nevertheless, some people still prefer to use the VAX for the R-series of programs
and the use of the DeAnza display.

To log onto the VAX you can either use the LAT server on one of the VT*** terminals (see
below) or use telnet (see above). Contact flenny Lem (room 232) to get an account on the
VAX.

server: c rzmall connect to Alliant
login: username ask system manager
password: password ask system manager

1.1.5 DEC3100

The DEC3100 workstation is located in room 239 (second floor). At the moment NEWSTAR
does not yet run on this workstation but it may be available some time in early 1993.

1.2 Getting your data

Some general comments on the organization of the data archive and the status and quality
of the data in general is given here. How to actually read in your data is explained in Recipe
nr 005.

1.2.1 The WSRT data ardilve

Soon all of the WSRT data taken since May 1979 will be available on optical disk. These
disks can only be accessed via the VAX so you will need an account on the VAX to read your
data. A general account for that purpose will be made available in the future. At present
some of the data is still on magnetic tape (2400 ft reels). Such data can only be accessed
trough the VAX or Alliant tapedrives. Consult a knowledgeable person to find out where
the optical tapes and magnetic tapes are stored and how to operate the drives. Tapes and
drives are all in the computerroom.

The archive contains data in a variety of formats and with different amounts of calibration
applied. For example, data taken before July 2, 1985 will probably have been archived with
calibration corrections applied, while data taken after that date will have been archived raw.
Data taken before 1979 is not yet available, Data taken in the period from 1979 through
1984 will require special procedures to deal with them in NEWSTAR. These wil be outlined
in the future.

When you come to Dwingeloo to process WSRT data in NEWSTAR you probably have
been notified by the WSRT Users Service (formerly the Reduction Group) that the data is
available and you will have information with you on their whereabouts (e.g. the optical disk
and/or tape volume and label).

A convenient way to get a summary listing of all the data in the WSRT archive, including
calibration observations observed before or after your object, is through the program All,
CQUERY which runs on the VAX. An example of an ARCQUERY session is given in an
Appendix.
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1.2.2 The WSRT “green sheets”

Even before you are notified by Dwingeloo that your data is available in the archive you will
have received some “green sheets” from Westerbork containing detailed information on the
observations of your object. A detailed explanation on the information on those sheets will
be made available by the WSRT Users Service in the near future. On those sheets there
will be handwritten pencil notes by the WSRT Astronomer about the quality of the data.
Usually you will also receive a preliminary map (profile, greyscale and contour plot) as well
as plots of the visibility Amplitudes on a selected set of baselines. Study them before you
read in your data. On the basis of these plots you may e.g. decide that certain frequency
channels or bands do not contain useful data because of interference or correlator problems
and that they are not worth bothering about.

1.2.3 Transferring files between computers

The fastest and recommended way to transfer files (whether ascii or binary) is through the
use of “ftp”. Au example dialogue of an ftp file trausfer looks like:
> t tp rzmvx4

user:
password:

ftp>cd useri: Cdwl.ger]
ftp>binary
ftp>get NGC89I .SCN

t tp>quit
>

When transferring files it is important to realize whether they are pure ascii files or mixed
ascii/binary data. The default mode is ascii.

When transferring SCN-files (consisting of 1.1V-data) or VMP-files (images) from/to the
VAX to/from UNIX systems it is important to convert the internal presentation of numbers.
You do this via the option CVX in the programs NSCAN (for SCN-files) or NMAP (for
WMP-files). See the description of these programs for further details.

1.3 Backing up data

The recommended way to backup your data (raw data and any images you may have pro
duced is through the “tar” command onto a DAT (Digital Audio Tape) unit. DAT drives
exist on the VAX3400 (computer room), Alliant (computer room), SUN (rzmwsO, in Klaas
Stuurwold’s room 231). A DAT will hold about 1 Gigabyte of data and can be written or
read in about 2 hours time.

Currently the SUN DAT-unit can record two formats: GIGA-format and DDS-format. The
latter is becoming the standard and is the format used on the VAX, Alliant and HP DAT-
units.

Device names for the various units are:
- Mliabts4t
- SUN (wso): rstl
- HP:
- VAX:

Examples of ‘tar’ commands (use ‘man tar’ to get on-line help):
tar —tt /dev/nsdt3 lists the contents of a DAT on the Alliant.
tar —cv! /dev/rstl *.SCN writes all SCN files onto a SUN DAT.

1.4 Sorne useful UNIX commands

The following UNIX commands should be sufficient to get you started on any machine:
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> cd <subdir>
> is —1
The default is the
> is —i files
> m t ilename

> dwe program
> man command

771 f7

5

root directory

Log in, using the machine-dependent dialogue (se below).
> pud show present working directory
> df show disks
> mkdir <subdir> create new sub-directory
It is recommended to create a new sub-directory for each project.
> du show all sub-directories for this

select sub-directory
Show all files in the specified (sub-)directory

current sub-directory.
Show file selection (s=wildcard)
Delete file safely (confirm)
Execute program
Cive help on a specific command

> -z Stop (suspend) a program or process.
> ps Show procesa statistics
> kin <pid> KilI a suspended process (get pid from ps)
> bg Continue the (suspended) process in the background.
> -c Stop and Kill a program or process.
> cp filel fiie2 Copy filel to file2
1f file2 is a dot (.), the files are copied to the current sub-directory, with
> alias > t ilename put all known aliases in file
> alias name command(s) Make your owa alias (not saved)
Aliases are descriptive combinations of UNIX commands.
> more t iiename display file on terminal screen
> p750 t ilename print file on lineprinter (Alliant)
> pvax filename print file on lineprinter (SUN)
> cat log±ile 1 grap “string” > file Find the specified string in
(i.e. logfile), and copy its entire line into another file.
> history 20 Type the last 20 commands
> 1172 Execute command line nr 172
> 1! Execute the last command line

Type command line nr 172
Edit the last command and execute

their original name.

1 1?2:p
oldstrinÇnewstring

an ASCH file

>..
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1 NNEWS: Recent modifications to NEWSTAR

The user may keep abreast of recent modifications to NEWSTAR (bug fixes, new options
etc) by typing ‘nnews’ at any time during the session. Note that the list extends backwards
in time, with the most recent changes coming first.

> miews
1 Nnews

921222 MELDT: Display option Xli now partly available (Do NOT use haiftone)..
921218 Changed KEYWORD=LOG. All programs have nov de!ault YES iso. SPOOL

921106 Programs changed for 32000 and allow HA outside —90 — +90 degrees.
921022 NATNF, NSCAN and NHAP are now able to use mag—tapes cxi UNfl system.

Do a setenv to see which mag—tapes are available.
NPLOT and NGCALC can now plot on A3—plotter (B17).

920903 Many problems solved by WNB during his stay in Dwingeloo
NGCALC: New program for data calculation and plotting (C2)
NATNP: New program to handle RPFITS files
NSCAN: Split mosaic data (BI)

Error in old WSRT—tapes (1987) . . pointing set (A33)
Wrong MJD when not correct ended WSRT observation (A34)
Faster mosaic splitsing (2 times faster) (A35)
Conversion LINOBS (I,q1U,V) to XX,XY,YX,YY (814)

NMAP: 13V circular veighting function (BS)
A option/loop (in flDDLE/ADD) for line—data (86)
MOSCOM option to use noise as weight (BIl)
Extended NMAP fits header (812)
Change coordinates if shif t (A23)
Noise for extract/copy in NMAP (A28)
Precission angle calculation (A30)
Calculate offsets in map (A32)
Logics MAP statistics (A36)

NMODEL: Delete of non—clean components (83)
Delete of sources inside dl,dm box (813)
Herge source models: sometimes recalculate everything (A3I)
115110W problem solved (A22)

NPLOT: Option to plot hourangle against frequency for a baseline
polarisation (C7)
Raiftone plotting problem solved (A19)
Plot message by self cal/align residuals with model (A24)
On SUN: Problem plots bigger than A4 solved (A26)

NCLEAN: Changed sign restore bean angle (A20)
920728 NGIDS: New program to bad maps into GIDS

(GIDS = Groningen Image Display System)
920714 NSCAN updated for Online System nr. 63 (Change in extended FD)
920626 New delete option DCLOW, same as DNCLOW, but for cleaning components

NMAP: Problem with Beam—option correctred (84)
Problem with fsum corrected (Als)
Problem with model subtraction for polarisation sources
with lUI corrected (Al6)

920623 Name of software—pakket changed from N—series into NEWSTAR
(Netherlands East West Synthesis Telescope Array Reduction—package)

920609 NSCAN: Problem with flagging of two polarisations>
Layout for HJD(start) corrected (A14)

NMAP: Problem with source subtraction corrected (Als)
Problem with “LAYOUT” option for WMP—file corrected (Als)

920504 NMAP: Problem with data in RA—baseline fonat corrected.
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NSCAN: Problem witli delete options (Rnoise Anoise) corrected (All)

920407 Problem with option CVI to DEC—workstation corrected.

NPLOT: Usa of double loops for plotting a HAP corrected (As)
Plotting more than one ‘data’, ‘residuals’ or

‘telescope corrections’ problem corrected.

NHODEL: Symmetirc extended sources problem corrected (A6)

NCLEAN: Epoche problem corrected (A9)
NMAP: Writing REAL or AH? data from .WHP file to grey—scala

problem corrected.
920131 NCLEAN with en unsaved residual map corrected

920131 NCLEAN major cycle statistica printout corrected

920130 NPLOT re—write to use full page in portrait mode

920129 NPLOT output to EPS and EI’? can be viewed on the DECstation (if files

produced there or ftp’ed) with the command: dxpsview t
or with the Postscript preview applicatïon

These files can also be incorporated in WordMarc (and other) documents

920128 Spool error P5 plots
920128 Change prompt error in NMAP FIDDLE
920119 NHODEL UPDATE corrected for usa of 81950 models
920119 NCALIB SELFCAL corrected for use of B1950 models

920117 NCLEN COMPON option
920117 NCLEAN restoring for extended sources

920117 NCLEAN restoring for non—clean point sources
920116 NCLEAN URESTore option for clean components
920116 NPLOT lange plots now ok
920115 NCLEAN UVCOVER with restore option

920109 NECAN UVFITS memory related crashes for lange jobs solved

920109 NHODEL option to delete low—level non—clean changed in definition

920108 NCLEAN Clark type clean (UVCOVER) please test and comments

911230 NHODEL UPDATE corrected for logical error for clean components

911230 NHODEL new option DNCLOW to delete bv—level non—clean components
911230 NPL0T better Rk, DEC coordinates

911227 NPLOT renewed vith ruled surface and polarisation vector possibilities

911227 Correct conversion to/from other coordinates in NHODEL

911219 A new set of Plot routines incorporated in NPLOT (maybe problems)

911209 Correct interferometer selection POL NCALIB

911118 Typo corrected Faraday correction
911115 All (de—)beams have a maximum limit of a factor 100

911105 MAPs made bef ore today at 10:00 will not properly combine in HOSCOM

911105 NMA? FIDOLE MOSCOM will combine mosaic fields prop>
911104 Correct de—selection of clean components (X)UPDATE in NMODEL

911031 WERK option NSCAN wïll correct mosaic Rk tape error
911025 All Rk’s on WSRT tape for mosaic wrong
911024 liMA? reference coordinate (mosaic) option checked

911023 NPLOT RES definition changed for Ampl and Phase
911014 NSCAN DELETE new CLIP option
911009 NCALIE: SET RENORM option added
911009 NMAP: correct multiple polarisations output
911008 Default: No complex for NCALIB pure redundancy
911007 Instrumental polarisation in first version
911004 NCALIB POLAR VZERO options CALC APPLY MANUAL ASK in first version
911003 The ncopy command will transfer and convert files from VAl
910930 NPLOT: repair logics
910930 NCALIB POLAR COPY has boops
910930 NCALIB REDUJ check on extreme values
910927 Hultiple input sets ok in NMAP; NPLOT option order reversed
910923 Add SET,COPY,EDIT option to POLAR option in NCALIB
910923 Correct sign of shift in NHAP
910918 Add option to NPLOT to only plot IY,YX
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910918 quota directorylfilename gives size (may have wildcaxds) (Alliant)

910917 Correct bug in all prograns that mistreated APPLY and DE_ARPLY

910917 Status of options as deecribed in ITRlG8a
Can be printed (on VAX) by: $ win/print userS:[wnb.itr]itr2a.wnb

910917 The following programs exist:

NSCAN, NMODEL, NCALIB, NMAP, NCLEAN, NPLOT (+NGEN for paxameters only)
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1 Processing recipe 001: 21 cm line

Author: A.G. de Bruyn

1.1 Scope of the recipe

This recipe deals with the reduction of a 21cm line dataset. It describes the calibration of
the (complex) passbands using one or more calibrators, the flagging of bad data and the
production of an image cube. It shows you how to display this image cube in a movie-like
fashion using GIDS. The recipe also includes a description of how to visually identify groups
of bad datapoints (e.g. bad interferometers or bad channels) and flag/clip those data. 1f
the field is littered with bright continuum sources at the edge of the field, or when you are
working with a relatively wide band, the subtraction of the continuum in the image plane
will produce undesirable chromatic effects (the continuum emission itself will go away but
not their frequency- scaled sidelobe and grating-lobe responses). A simple procedure to
remove the continuum in such cases will be given.

Figure 1:

001 processing appetizer:...
This result was obiained in the following way:
Note the following fealures:
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1.2 Introduction and background

1.2 Introduction and background

This recipe describes the series of steps to go through when you want to calibrate a WSRT
21cm line observation. It assumes that the S/N in the data is rather low and that selfcah
bration is not required, It also assumes that you do not have to clean the final images.

1.3 Summary of the recipe

The following is a step-by-step summary of the processing recipe. For some of these steps,
more detail is provided below.

1. Load your data: from tape or optical disk (NSCAN). See also Recipe 005.

2. Inspect the data file layout: (NSCAN)

3. Determine complex passbands: from a calibrator (NCALIB)

4. Inspect the calibration quality: (NPLOT)

5. Transfer the calibration corrections: (NCALIB)

6. Make a preliminary cube of images; (NMAP)

7. Inspect the image tube: (NGIDS)

8. Subtract the continuum: (NMAP)

9. Make a cube of (calibrated) visibilities: (NMAP)

10. Inspect the UV-data cube: (NGIDS)

11. Plot your images: (NPLÛT)

12. Transfer your images to GIPSY or AIPS: for further analysis.

13. Dealing with remaining imperfections: 1f there are bad groups of datapoints or if
the continuum has not been removed satisfactorily the following additional steps may
be required:

• Flag bad groups of data: (NSCAN)
• Make a new image cube: (NMAP)
• Find and Update source parameters: of discrete continuum sources(NMODEL)
• Make a new image tube: with discrete sources subtracted (NMAP)

Then proceed with step 7 and iterate if necessary.

1.4 More details for some of the steps

1.4.1 Load your data

Log in on the computer on which you want to read in the data. At present tlns is either
the microVAX (RZMVX4) or the Alliant. You bad data with the program NSCAN, option
LOAD. Before you bad your data you must know with what time resolution you want to
read in the data, and which channels you wish to process. 1f your object is confined to a
small region (say less than 10 arcmin) it may be sufficient to use 120 seconds averaging.
1f you wish to synthesize bigger fields 1 recommend using 60 seconds averaging, in order
to avoid too much tangential smearing. 1f the data were Hanning tapered in Westerbork
reading in every other channel may speed up the processing by a factor of two. Hence for a
32 channel observation you could answer at the channel guestion: “2 to 28 by 2”. Reading
in the continuum channel (channel 0) is generally not necessary; it contains continuum data
with contaminating line emission. It is also advised to read in the calibrator data into the
same scanfile. 1f you do this in the second jobstep the data will be assigned the next highest
‘group index’.
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1.4.2 Inspect the file layout and fiag/clip bad points

To find out how the data in the file is organized, and how you can access certain subsets of
it, it is suggested to move ‘up and down’ within the program NSCAN. There are five levels of
actions to choose, all of which work on different parts of the dataset. The layout of the file,
or the function of the five-digit ‘index’ that points to the various observations, channels etc.
is particularly important to memorize. To avoid that obviously bad points (e.g. correlator
spikes) ruin the calibration solution you may wish to flag (‘delete’) any points with a value
higher than a certain limit. Usually the occurrence of correlator spikes is noted on the
information you receive from Westerbork/Dwingeloo. Flagging is done on a point-by-point
basis using the amplitude of the visibility. lie careful when you use this option if you have no
information on the amplitude range which is normal. Preliminary chpping of calibrator data
is generally not necessary. During program execution it will inform you at which hourangles
interferometers have been clipped. The cutoif value for the object data can of course be
much lower. When visibility samples have been clipped they will be ignored in all programs.
You can also undo any clipping; you do this by first typing “undelete” at the question where
the type of fiagging criterion is selected (HA, AN, RN, IFR, CLIP ...).

1.4.3 Determine the instrumental gains/phases across the passband

Run the (self-)calibration program NCALIB (option redundancy) for the calibrator source(s).
In order to do this you need a ‘model’ for the calibrator field containing the fiuxes and posi
tions of the calibrator source and any (strong) surrounding sources (see Recipe 013: Using
external calibrators). Depending on observing frequency and source there could be any
where between one and many hundreds of sources in the model file. Upon execution the
complex gains are determined, and stored, per telescope/polarisation for each time interval
and channel.

1.4.4 Plot the calibration resuits

In order to decide which calibrator(s) to use, or which part of the calibration observation,
you must inspect the quality of the output from the calibartor NCALIE run. Eoth the
printed LOO from the previous step and/or a plot of the telescope complex gains and the
residuals from the (self-) calibration solution are helpful to make up your mmd. The program
NPLOT (options ‘telescope’ and ‘residuals’) does the plotting. In general it suffices to plot
one channel, somehwere in the middle of the band, to judge the quality of the gains (called
amplitude) and phases for the various telescopes, Phase and gain slopes across the passband
are usually the same, to first order, for all telescopes. Phase drifts at 21cm are typically a
few degrees of phase over a 12 hour period; gain drifts should generally be less than a few
occasionally be larger. Consult the printout which contains summary information for each
channel. 1f there are no instrumental problems the gain and phase errors should be equal
to the thermal noise values (see Appendix ....).

1.4.5 Trausfer the gains/phases from the calibrator(s)

The corrections from the calibrator(s) are averaged over all available (non- flagged) hourangle
scans and stored in each scan of the object scanfile. 1f your calibrator observations have equal
length, and no scans have been flagged, the resulting value is just the mean of the individual
calibrator averages. There is no provision to weight for the S/N ratio or the amplitude of
the calibrator. This means that the transferred gains/phases are representative for a point
in time halfway the time of the calibrator observations. This would be a good assumption
for gain/phase drifts that go linear with time. For galactic 21cm line observations you
will have calibrators observed at frequencies lower and higher (usually by about 1 MHz)
than the frequency of your object. Usually these are scheduled before and after the time
of observation of your object but this is not essential. 1f the calibrator observations have
equal length then the averaged gain/phase would be appropriate for a frequency halfway the
calibrator frequencies as if there is a linear gain/phase drift with frequency. 1f your object
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frequency is not halfway in frequency between the frequencies of the calibrators and you
want to store gains/phases in your object file that refer to the frequency of your object,
on the assumption that the gains/phase vary linearly with frequency, than you may play
around with the length of the respective calibrator observations. This can be done using the
NSCAN program (option DELETE, suboption HA (delete).

1.4.6 Make a cube of images

Assuming that you do not want to selfcalibrate the object data (which for line observations
is usually the case) you can now proceed to make an image cube. When making images
you want to delete any obviously bad baselines Because you do not yet know whether such
bad baselines exist you might as well proceed with making your first series of images. It
is possible to exclude visibilities that have an amplitude higher than a certain value. This
clipping is not permanent, but only for the execution of NMAP, 1f the images look good,
then all participating baselines are probably good. In an observations with 32 frequency
channels, channel 1,29,30 and 31 are usually of poor quality so one would make maps of
channels 2 through 28 only. Note that the 3d digit in the index of the WMP cube will
always start counting at 0 and continues through 26. That is, channel 2 is really designated
0.0.0 and channel 28 is 0.0.26.

1.4.7 Visual inspection of images

Making final, good quality, images is generally an iterative procedure where you work in
both the image plane and the UV-plane. This procedure is fastest if you can bad the cubes
directly into the memory of your display (eg. X- terminal or workstation). GIDS, the Gipsy
Image Display System, is a very useful program to do this. Currently It only runs on the
Sun 1f you want to analyse the images in detail, using programs in GIPSY or AIPS) you
will have to make FITS-images first. This can also be done using NMAP (option wl6fits
or w32fits) but is not shown here. Before you can run GIDS (via dive NGIDS) you have
to switch to an X-terminal (in Dwingeloo we have four UP X-terminals) or one of the two
colour displays on the SUN (IPX’s).

1.4.8 Subtract the continuum form the line channels

After inspecting the cube of line images you can decide which channels to use for the con
tinuum. Use the option FIDDLE (suboption SUM) to create an averaged continuum image.
Then use the option ADD to add the continuum channels with weight -1 to each line image
to create continuum-free line channels.

1.4.9 Make a cube of the corrected visibiities

1f the continuum-free line images look fine you are finished. However, there may be problems
at some ]ow level caused by interference, correlator errors or telescope/interferometer errors.
Problems at certain position angles in the images correspond to certain hourangles and could
be due to short-lived interference. An error pattern in the images, which is centered on the
field centre (fringe-stopping centre) and not on strong continuum sources, shows that we are
dealing with an additive, rather than multiplicative, error suggests that we are dealing with
(DC-) ofisets in the backend. To find out which baselines are causing the damage you can
make a cube of the (calibrated) visibilities before they are gridded and transformed. You
should use the option BASHA instead of UV in NMAP to generate such a cube. Answers
to the questions on FFT and map size should be the defaults that are suggested. The best
way to pick up low-level problems in the data (e.g. small offsets) is to create outputs for the
real (COS) and imaginary (SIN) data. Working with the amplitudes and phases is generally
only useful if you want to identify problems of a multiplicative nature and when the signal
is well above the noise per visibility point.
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1.4.10 Visual inspection of (calibrated) visibilities

The cube of UV-data has a different size than that of the images. With samples of 240 sec

there are about 180 points in the horizontal direction and 152 points in the vertical direction

(4 x 38). By choosing an 18m baseline increment when making the cube you will get the

varlous baselines well separated and makes it easier to count on the screen which baselines

are bad. The shortest baseline (9A=72m) is at the hottom of the ‘image’. You can now

proceed to make a new series of images where haseline 58 should be thrown out. Then

you can define the ‘continuum’ channels and run NMAP to calculate an average continuum

channel. This is not shown here because you may want to do this all in CIPSY or AIPS

using FITS images. For the purpose of the demonstration this was done in Dwingeloo and

the final ‘continuum corrected’ cube shows images of channels 7 though 23. These images

were 512 x 512 in size and covered an area of 0.6 degrees.

1.4.11 Make contour plots of images

Use the program NPLOT, option MAP to make contour plots of images. There is a variety

of output devices. In Dwingeloo you could first send a plot to a (graphics-) terminal (option

REGIS) to check the contourvalues that you would like to plot. When you are satisfied you

can, by using the ‘loop’ option, send a series of plots to the QMS plotter in either portrait

(QMSP) or landscape (QMS) mode. The former gives you, for square plotareas, somewhat

more space to plot in, if at least you want to restrict yourself to a single A4 sheet. Dealing

with the size question will take some experience. The dcfault size of 1,1 will give you a plot

of at most 5 inch. This is the case if the number ofgrid points is a power of two (32, 64, 126

etc). 14/hen using a size greater than 1,1 on a power.of-two image area in landscape mode

the plot will not fit on one sheet and you have to use scissors and tape. On the portrait

mode you can actually increase the size to 1.4,1.4 before it needs more than a single A4

sheet.

1.4.12 Transfer images to AIPS or GIPSY

You can use the FITS write option in NMAP to generate 2 byte or 4 byte integer images in

FITS format for further analysis in AIPS or GIPSY.

1.5 Dealing with remaining imperfections

1f the inspection of the continuum subtracted image cube shows imperfections due to bad

data or poor continuum subtraction you have to continue the reduction a bit further.

1.5.1 Further flagging of bad data.

1f the inspection of the visibility cube using NCIDS has indicated that there are errors in
certain hour-angles or baselines you can fiag these using the delete option in NSCAN 1f
there are only bad baselines you can also decide to exclude these baselines when preparing
the specifications for a new NMAP. That is, you do not have to actively delete them.

1.5.2 Make a new image cube.

1f the new image cube shows, after subtracting some averaged continuum image, residual
(chromatic) grating rings due to strong sources at the edge of the field you need to subtract
these sources in the original UV-data.
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1.5.3 Finding and updating discrete source parameters.

In order to determine the fiux densities and positions of these sources you search the con
tinuum image using the FIND option in NMODEL, To improve the estimates of fiux and
coordinates you can use the UPDATE option in NMODEL. A single update, using only the
UV-data with coninuum emission, usually suffices. The update algorithm will only work
for discrete (point) sources. 1f there are extended sources with residual grating lobes you
need to use NCLEAN (option Beam) to decompose that source into a number of delta
functions. The final list of components (updated discrete sources and clean- components)
can be merged into one model file.

1.5.4 Make a new image cube with sources subtracted.

Now you proceed with step 6, but subtract the list of sources found in the previous step.
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1 Processing recipe 002: Linear polarization

Author: R.G. Strom

1.1 Scope of the recipe

For obtaining polarization maps from standard continuum observations (all four dipole com
binations must be present). See also the description of the program NCALIB, part 3.

1.2 Introduction and background

In a normal VSRT continuum observation, four dipole combinations (XX, XY, etc.) are
measured for each fixed-movable (numbered-lettered telescope) baseline. Since mid-1983,
the standard configuration is for the X-dipoles in all telescopes to be set parallel (hence the
Y-dipoles are also). A polarization code is recorded for each observation, which gives the X
dipole position angle in the fixed and movable telescopes, in steps of 45°. The usual setting
for the X-dipoles is 9O (Le., directed toward increasing RA), which gives a polarization code
of 22. This results in the following definition of the Stokes parameters:

1 = (XX + YY)

Q= (YY-XX)

U = (YX — XY)

V = -j(XY + YX)

(where i = /Ei). In the remainder of this description it will be assumed that the observation
being corrected bas code 22, and of course that all four dipole combinations have good data.

Mast continuum observations made before mid-1985 were done with the dipoles in the may
able telescopes rotated by 450 to the fred ones, vsuaiiy wijk polarization code 21 [or in any
event with the digits diffenng by an odd number]. For analyzing stick observations, the user
should consuut willi the WSRT (her Service in Dwingeloo. From time to time, calibration
sources are stil! observed in code 21 [generally indicated by ‘+x’ appended to the source
name]. In almost all line observations, only one or two of the dipole combinations (XX,
YY) are measured; they are of course unsuutable for determining source polarization.

The determination of the (observed) Stokes Q depends, as shown by the first two equations
above, upon how well the gains of the XX and YY channels can be ascertained (since usually,
1 » Q). For the U and jZ determinations, the critical parameters are the dipole setting
or orthogonality, and the ellipticity. Moreover, since V is usually small (i.e., V « U)
its determination will also depend upon the guality of the XY and YX gains. The other
parameter required to correct the XY and YX combinations is the X — Y phase difference.
The correction is usually small (since it should have been determined and applied online
in Westerbork) and bas to be determined from an observation of a polarized source, or a
special ‘crossed’ (code 21) calibration source measurement. Finally, it may be necessary
to correct for Faraday rotation in the ionosphere (this is usually only necessary at 49 and
92 cm), and for variations in the instrumental polarization if there is significant emission
beyond the centra] part of the primary beam.
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1.3 Summaryof the recipe

The following is a step-by-step summary of the processing recipe. For some of these steps,
more detail is provided below.

1. Load your data: from tape or optical disk (NSCAN, option LOAD) See also Recipe
“Reading data in Dwingeloo”.

2. Inspect the data file layout: (NSCAN, option SHOW)

3. Determine the instrumental gain and pbase corrections for a strong cali
brator with known polarisation: (NCALIB, option REDUN.)

4. Determine or set the instrumental polarization corrections for an unpo
larised calibrator: (NCALIB, option POLAR.)

5. Map and inspect Stokes Q, U, V for the calibrator (optional): (NMAP, followed
by NPLOT or NOIDS.)

6. Copy (or set by hand) the instrumental polarization corrections for the
observed field: (NCALJB, option POLAR COPY.)

7. Determine, and apply 1f necessary, the correction for ionospheric Faraday
rotation (optional, usually only necessary at 49/92 cm): (NCALIB, option
SET FARADAY.)

8. Map and inspect 1, Q, U, V images of field: (NMAP, foflowed by NPLOT or
NGIDS)

9. Primary beam correction for each Stokes parameter (may only be necessary
1f source extends over large fraction of primary beam): (NCALJB, options
BEAMJACTOHS (for Stokes 1) and INPOL* (where *

= Q, U, oriV for the other
three Stokes parameters).)

10. Map the final corrected image in all Stokes parameters: (NMAP)

1.4 More details for some of the steps

1.4.1 Load your data

Remember that in addition to your own observation, you will probably want to bad one or
more calibration source measurements. Choose an unpolarized calibrator (3C 147 is probably
the best) observed within a day of your observation and wiM Me same instrumental settings
(bad several cabibrators if you want to check on the repeatability of the solution), and a
polarized source (like 3C 286, except aL 92 cm) to determine the X — Y phase difference. To
locaLe calibration measurements, use ARCQUERY (see Appendix B). General information
on the use of externab calibrators can be found in Recipe 13 (which refers to NCALIE option
SET COPY), while loading data is described in Recipe 5 (which refers to NSCAN option
LOAD).

1.4.2 Inspect the data file layout

Make certain, in particular, that all four polarization combinations (XX, XY, etc.) are
present in all observations to be used, and that the calibrators are consistent with the
observation to be corrected (frequencies and bandwidths should be the same, although
a change in spacing shouldn’t make any difference). 1f the time between calibrator and
observation is more than a day or two, it is also advisable to check that no frontends have
been changed (consult the logbook or reduction group). Inspect data for interference (which
may be polarized — check the XY and YX combinations in particular) and other defects.
For more information on inspecting data files, see NSCAN option SHOW.
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1.4.3 Determine the instrumental polarization

Before determining the instrumental polarization using a cahbrator, redundancy and selfcal
solutions must be applied (use SELFCAL and ALIGN in the NCALIB option REDUN).
This will also provide a useful check of the data quality. Note that at 92 cm (and in some
cases 49 cm) there are background sources which may have to be included in the model used
for ALICN. liaving run the ALIGN solution, NCALIB can be used to c&culate the instru
mental polarization (POLARflPTION: CALC) and examine the result (POLAR..OPTION:
SHOW). Under normal conditions, the orthogonalities and positions of most dipoles should
be under 10, and the ellipticities generally under 1%. Large values (more than a few degrees
or percent) probably indicate an instrumental problem (bad data) and require further inves
tigation. Run a solution on a different calibrator as a check. Deviant points can be changed
by hand (POLAR..OPTION: EDIT). Tables of instrumental polarization are also generated
from time to time in Westerbork, and the values can be entered by hand (POLAItOPTION:
SET), or used to cross-check the solution from NCALIB.

As a check on the instrumental polarization thus generated, it may be useful to make a map
of an unpolarized calibrator if one has been observed for a few hours or more during the
same period (a shorter observation could also be used, but the map might prove difficult
to interpret). Make sure that SELFCAL and ALIGN corrections have been successfully
applied, and then look at the Q, U and V maps (made with NMAP). Ideally, they should
be zero; the residual as a fraction of the flux density is an indication of the error which will
be present in the polarization map of your observation. (1f your source is very extended,
however, the polarization error pattern generated by a point source may be misleading).

Finally, we have to determine (or at kast check) the X — Y phase difference. This is best
done using a linearly polarized calibrator (strictly speaking, a source with strong U signal).
The method assumes that V is much smaller than U (since YX = U + iV, a nonnegligible
V affects the X — Y phase), which is usually the case. The correction can be calculated
(VZEROflPTION: CALC, ASK, etc.) and applied to the data in several ways. Usually, the
XY and YX phase zeroes have been determined and applied on-line to sufficient accuracy
for most polarization maps, so the correction should be a few degrees or so. However, there
have been instances where the difference was as much as 30°, so it is advisable to check. 1f
various frequency channels are used, the phase difference should be calculated for each one
separately, as the correction is usually frequency dependent.

1.4.4 Correct the observation for instrumental polarization

1f you are happy with the instrumental parameters as applied to the calibrator(s), the values
can be copied to your observation using NCALIB (under POLAR_OPTION select COPY).
The corrections will then be applied to the data when making a map with NMAP. 1f you
have run selfcal (ALIGN) on your XX and YY polarizations using a source model based on
Stokes 1 (XX +YY), remember that solving for gain (keyword SOLVE) could remove most
of the Q signal.

1.4.5 Correct for ionospheric Faraday rotation

At 49 and 92 cm, Faraday rotation in the ionosphere can be considerable. The effect is to
change the position angle (p.a.) of the plane of linear polarization (for the WSRT the p.a.
will always increase, so the shift is systematic). Since the ionosphere changes throughout
the day, the amount of rotation may vary during an observation. This has two consequences:
the average position angle will be increased, and more seriously, if the differential rotation
exceeds about one radian, there will be decorrelation of the polarized signal and distortion
of the Q and U maps.

To correct for ionospheric Faraday, the reduction group must be consulted to generate the
predicted rotation using ionosonde data and information about the observation in question
(the date time and source position are needed, and the correction should be done for
frequency of 1 GHz). This will produce a table with hourly values of various parameters,
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inctuding the source HA and the amount of rotation. The HA and rotation at 1 Gift (both
in degrees) have to be entered in an ASCII file (see the description in NCALIB, option
FARADAY under SET_OPTION), and the correction is applied using FARADAY. Note
that the HAs do not have to be hourly, or even regularly spaced: at night there may be
littie change in the Faraday rotation, and a single correction might suffice.

1.4.6 Correct for primary beam instrumental polarization

The instrumental polarization determined from a calibrator is, strictly speaking, only correct
for a source at the beam center, though at mont frequencies the variation within the half.
power primary beam is small. For polarization mapping over large fields, there is a separate
correction for off-axis instrumental polarization (NCALIB: NMODEL - BEAM).

1.4.7 How do 1 know that my data are correct? — additional hints.

Errors; some error patterns; effect of source extent.

lonospheric effects and the 1 map.

Vhat can be done if a polarization combination is missing?

Etc.
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1 Processing recipe 003: Mosaicing 21 cm.

Author: T. Ghosh

1.1 Scope of the recipe

This recipe suggests a way for making a 21-un continuum mosaic map. In this example, a
particular field was chosen where there were many previously-known radio sources within
the region to be mapped. Hence, we knew that there was sufficient fiux-density for almost
all of the pointing centres to allow us to run selfcaL 1f the user is not sure of having enough
SNR for this, a modified version can be used. Hence, consider this recipe as just a starting
point, and add salt to your jasje.

Figure 1:

008 processing appei:zer:...
This resnît was obtazned in the followzng way:
Note the following features:

1.2 Introduction and background

In the mosaic mode of observation, during one 12-hour period the telescopes, along with the
fringe-stopping and the delay-tracking centres, cycle through a grid of pointings a number
of times. In Fig 003.1, we used a 13 x 5 grid of these so called, pointing centres. There
were about 21 cuts (or spokes), each containing two scans of 10-s duration for each pointing
centre. The total 40-MHz bandwidth at 21 cm is usually divided into eight 541Hz channels
(although these are not contiguous). Hence, the data file had the following set indices (see
also Ch 3.):

0.0.1 — 65.1 — 8.0—20
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For a particular pointing centre, the reduction methodology is very much the same as that
in Recipe 004. However, all the maps are to be made using a common reference
point (NMAP-option REFERENCE). Usually, for a large number of pointing centres,
book-keeping etc. could be guite difficult. Here, all the advantages of the Automatic Batch
Processing facility (ABP, Appendix D) can be very easily exploited. In the following section
we detail all the steps, indicating the pre-ABP, the AUP, and the post ABP stages, Stage 1,
II and III respectively, that were used to generaLe the map in Fig 003.1. These Lhree stages
also coincide with the calibration using a different source, the Selfcal-Model formahon loop
for all the pointing cenires, and the mosaicing stages.

1.3 Summary of the recipe

STAGE 1:

1. Load your data: Source data from tape or optical disk (NSCAN). See also Recipe
“Reading data in Dwingeloo”. Also read the data from observations of a calibration
source. (e.g. 3C147 in the case of Fig 003.1) made just before or after the source fleld.

2. Inspect the data file and 1kg bad points mentioned on the WSRT green
sheet : (NSCAN, option SHOW etc).

3. Calculate antenna-based phase and gain correction factors for the Calibra
tot data: (NCALIB, option REDUNDANCY, suboption SELFCAL, using a model
file obtained from AGB

4. Copy the corrections to the source data: (NCALIB, option SET, suboption
COPY)

STAGE JI:

This stage could be batch processed (APPENDUC 0). In the following, we first write a name
for each task, which briefly describes the function of the step too. Within the bracket, we
mention the programme to be used, and comment on a few important input parameters.
Depending upon the flwx density of the strongest source in the map of a particular pointing
centre, the Stage is stopped at various Exit points.

For each pointing centre:

1. Uaw: (NMAP, make a 1024z1024 pixel ram map of real size 1°.2x1°.2

2. Findi: (NMODEL, find model components down to a suitable limit eg. 6 w.u. here)

Exft point 1: 1f the fiux density of the strongest component, S,, is less than limit 1(12 w.u.,
here) - STOP - Proceed to next pointing centre.

1. Updi: (NMODEL, Update the model list, delete sources weaker than a certain limit
after updating, e.g. 6 w.u)

2. Upd2: (NMODEL, Second iteration of the above)

3. Selfi: (NCALIB, self-calïbrate ONLY the PHASE of the data using model, Upd2)

4. Subi: (NMAP, make 1°.2x1°.2 map after subtracting model, Upd2)

Exit point 2: 1f S4 < limit 2 (20 w.u. here) - STOP - Proceed to next pointing centre.

1. Find2: (NMODEL, find model components from map, Subi down to a suitable limit
e.g. 5 w.u. here and add to the model, Upd2)

2. Upd3: (NMODEL, update the model list, Find2 and delete sources weaker than a
certain limit e.g. 5 w.u here)
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3. Upd4: (NMODEL, second iteration of the above)

4. Self2: (NCALIU, self-calibrate the data using model, Upd4)

5. Dcli: (NSCAN, delete scans with selfcal-amplitude and/or phase noise > 2c)

6. Sub2: (NMAP, make 1°.2x1°.2 map after subtracting model, Upd4)

Exit point 3: 1f S,, < limit 3(40 w.u. hete) - STOP - Proceed to next pointing centre.

1. Find3: (NMODEL, find model components from map, Sub2 down to a suitable limit

e.g. 2.5 w.u. here and add to the model, Upd4)

2. UpdS: (NMODEL, update the model list, Find3 and delete soucres weaker than a

certain limit eg. 2.5 w.u here)

3. UpdO: (NMODEL, second iteration of the above)

4. Se1f3: (NCAUB, self-calibrate the data using model, Upd6)

5. De12: (NSCAN, delete scans with selfcal-amplitude and/or phase noise > 2c)

6. Sub3: (NMAP, make 1°.2s1°.2 map after subtracting model, Upd6)

End of stage II

At this point, for all the pointing centres, one should have a good model list, and a residual

map. The common model components in the overlapping region can be checked for positional

agreement. These can be cross-checked against any source within the region whose accurate

position is knowa from the literature. Usually. agreements within 1 arcsec was achieved at

this stage, which was already 1/10 th of the synthesised beam.

Depending upon the quality of the maps, they can be grouped into four classes.

A. Good maps, where noise is already at the theoretical limit, though there may stil be

residual sources, and their grating rings and sidelobes.

B. Maps containing grating rings from sources beyond the mapped region.

C. Maps with bad scans.

D. Maps with amplitude or/and Phase calibration problems.

For Clans 8 maps, make larger low-resolution maps and try to include the strong (offending)

source in the model list, and then start again at the beginning of Stage T (retaining the

‘outside sources’, though).

For Clans 0 maps, search out the bad data (no easy-solution, sorry), delete it, and start

again.

For Clans D maps, there may be spurious sources in the model-list. Plot them, (NPLOT)

and try to locate suspects, delete these, and continue (refer to sec if this doesn’t help).

STAGE IIE

Once all the maps are of Clans A-quality, do the following:

1. Mkbeam : (NMAP. Make beams for all the pointing centres)

2. Clean : (NCLEAN, option UVC. Clean the entire map with the number of compo

nents = 100, Gain = 0.1 and a Cycle-Depth value of 0.35)

3. Restore : (NCLEAN, option UREST. Restore both the model and the clean compo

nents)

4. Extract : (NMAP, option FIDDLE, suboption EXTRACT. Write out a smaller sec

tion of this map into one set index of a common map file that will be the input for the

MOSAIC combination, hete, inner 700 x 700 pLxels of each pointing centre were used)



PROCESSING RECIPE 003: MOSAICIYG 21 CM. 5

5. Mosaic (NMAP option FIDDLE, suboption MOSC. This part of the programme

corrects the input maps for primary beam attenuation and then averages them with

proper weightage)

6. Ready to serve: (NPLOT, NCIDS, write out FITS image and take it to AIPS
use the garnish of your choice)
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1 Overview of NEWSTAR files

The NEWSTAR programs recognize three major types of data files, which are identifled by
their extension:
.SCN files: uv-data and uv-model
.MDL files: SELFCAL source model
.WMP files: maps of various kinds

NEWSTAR programs also produce a number of auxiliary files, with the foLlowing extensions:
.PLT-files: to be plotted
.LOG-files: to be printed
.NGF-files: produced by NGALC
.MNG-files: used to make plots with the MONGO package

1.1 Directories and nodes (files)

For historical reasons, the NEWSTAR programs refer to data files as nodes in a database.
In fact, they are just files in a directory. Users are recommended to use a separate sub
directory for each data reduction project.

However, although they refer to the same thing, there is a slight difference between node
names used by the user and the actual file names: Node names are a series of alpha
numeric character strings separated by dots, eg.:

mynode
mynode,2lcm.yesterday.s.x.c.d.file.dd

The maximum length of a node name is 80 characters (which means maximally 39 dots).

This is converted to a file name by:
- appending the extension (.SCN, MDL or .WMP),
- converting all dots (.) to underscores (),
- converting all lowercase to uppercase,
- replacing the underscore nearest but less than 47 to a dot. (?)
This file name is th€n prefixed with the current database (default nothing).

Parts of a node name can be set aside for short-hand use. This can be done by the INFIX
keyword (see COMMON keywords), or in a node specification by enciosing a part in paren
thesis (). This enciosed part will from then on be available to all programs that are run in
the current stream. Reference to ‘the infix’ is made by typing a , eg.:

mynode.21(cm.yesterday.s.x.c.d.1±le.d)d

Typing mynode.92#e will then produce mynode.92cm.yesterday.s.x.c.d.file.de

The database (directory) name can also be included in the node definition:

wnb/data/nynode
./other/mynode.2tcm.yesterday.s.x.c.d.!ile.dd

1f a database is specified in this way, it will be saved in such a way that all subsequent
program runs in the same stream that have no explicit datahase specified, will use It,
ineluding the currently running program at all its further node questions.
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1.2 The NEWSTAR data files (SCN, MDL, WMP)

These three NEWSTAR data files are each described in detail in their own ‘File Description’
section in this Cookbook. In this Overview section, it is explained how the basic units (called
Sets) in such a file can be selected individually or in groups. For each of the three data files,
an overvïew is given of the various ways in which the user may interact with these ‘objects’,
with references to the relevant program options.

1.2.1 Data file logical organisation: Sets

The three main NEWSTAR data file (node) types are logically organised in the same way:
they consist of a number of basic units called ‘Sets’, which can be selected by the user in
two ways:

• By direct reference to the set index: #ir selects set nr ir, in which ir can be a
range of contiguous sets (see below), Direct reference is only useful if the user knows
exactly how the various Sets are ordered in the file.

• By indexed reference to a series of indices that represent parameters like map or
channel nr. A ‘selector’ consists of a series on integer indices, separated by points.
The indices may also be specified as ranges of indices or wildcards (*). For instance:
in * ir2 .4. ir4 selects all Sets with index values in the indicated ranges.

Index ranges (in) can take the foflowingforms (NB: Indices start at 0!):

int single index value at this level
* wildcard: all possible index values at this level
int- all index values at this level, starting at ‘int’
int 1-int2[:int3] index values ‘intl’ through ‘int2’ by step ‘int3’ (dfit=l)
intl:int3 interpreted as intl-*:int3
omitted in the middie: interpreted as .. (.. . *
omitted at the end: interpreted as .* (.2 E *. * .2. * . *

1.2.2 Using loops

Sometimes a program must be run more than once for the same SCN-file, but for different
Sets. In that case, the LOOPS keyword can used to specify subsequent ranges of Sets. A
loop is specifled by means of a pair of values: The first value indicates how often the loop
should execute, the second specifies an increment to be given to the Set specification at each
run.

For example: loops=3,. .2 indicates that the program has to run three times, each time
incrementing the 3rd Set index by 2. So, if the first Set (selected with the keyword SETS)
was 0.0—3.2.5.’, the program will be run three times, for the Sets

0.0-3.2.5.’.
0.0—3.4.5.’. s%jL%
0.0—3.6.5.’. /

Nested loops can be secified by stringing loop deflnitions (pairs of values) together. For
instance: loops=3,. .2,5,. ..3 adds an inner loop of 5 program runs in which the 4th Set
index is incremented by 3 each time:

0.0—3.2.5.’. 0.0—3.2.6.’. 0.0—3.2.11.’. 0.0—3.2.14.’. 0.0—3.2.17.4.
0.0—3.4.5.’. 0.0—3.4.6.’. 0.0—3.4.11.4. 0.0—3.4.14.’. 0.0—3.4.17.’.
0.0—3.6.5.’. 0.0—3.6.8.’. 0.0—3.6.11.’. 0.0—3.6.14.’. 0.0—3.6.17.’.
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1.3 Overview of interactions with the SCN file

The SCN-hle contains uv..data, and possibly the uv-representation of a source model. A
single SCN-file may contain uv-data of different (but related) observations.

For more information, see the dedicated SCN-file section in this chapter of the Cookbook,
and also the section on the program NSCAN. It contains a description of the structure and
the content5 of the SCN-file.

1.3.1 Creating SCN files

- From WSRT circie files; NSCAN option LOAD.

- From ATCA (Australia Telescope Compact Array) files; NATNF.

- From old (R-series) SCN-files; NSCAN option FROM_OLD.

- Simulated uv-data: NSIMUL? (not implemented yet).

1.3.2 Inspecting the conteuts of a SCN file

- File Layout: NSCAN option SHOW
- File header; NSCAN option SHOW
- Set headers; NSCAN option SHOW

- Telescope (dipole) angle/ellipt corr: NCALIB option POLAR SHOW

- Scan headers; NSCAN option SHOW
- Telescope gain/phase corr; NCALIB option SHOW

- uv-data (corrected, converted): NSCAN option SHOW
- Display of (gridded) uv-data or nv-model: See WMP file below.

- Plot telescope gain/phase corr (REDC+ALGC+OTHC); NPLOT option TELESCOPE

- Plot Redundancy/Selfcal residuals: NPLOT option RESIDUAL

- Plot nv-data or uv-model; NPLOT option DATA or MODEL

- Print average telescope gain/phase corr (R±A+O): NCALIB option SHOW
- Extract various astrophysical info: NGCALC

1.3,3 Editing the header information of a SCN file

Almost every value (observation parameters, corrections, etc) in the SCN-file headers may
be edited manually by means of NSCAN option SHOW EDIT. This means that, even II’
there is no specific NEWSTAR routine to change something, it can always be done by hand.
This may lw laborious in some cases, but cii least ii is possible!. This feature is particularly

useful in those (rare) cases where erroneous information has somehow been put in the header
during the observations in Westerbork.

1.3.4 Applying corrections to uv-data

Jn general, uv-data in a SON-file is never physiccilly modifled. Corrections may be applied
(or de-applied) to the uv-data whenever the data is read into memory to be processed. The
user may specify which corrections are applied (or de-applied) by specifying the value of the
general NEWSTAR keywords APPLY and DE_APPLY, which are used by all NEWSTAR pro
grams that handle uv-data. Use dws NGEN (see Common features of NEWSTAR programs).

1.3.5 Modyfing the stored corrections

Zeroeing selected corrections; NCALIB option SE,ZERO

Set Header (corrections that are ‘constant’ in time);
- Any value: NSCAN option SHOW EDIT
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- POLC (dipole angle error and ellipticity corr):

- Estimation: NCALIB option POLAR CALC

- Manual: NCALIB option POLAR SET, EDIT, ZERO

- Copying from calibrator: NCALIB option POLAR COPY

Scan Header (corrections that vary per IJA):

- Any value: NSCAN option SHOW EDIT

- Telescope (dipole) gain/phase corr:
- Estimation: NCALIB option REDUN

- Redundancy (no model): REDC
- Align: ALGC
- Selfcal ALGC

- Manual: NCALIB option SET MANUAL, ZERO, RENORM

- Copying from calibrator: NCALIB option SET COPY, CCOPY, LINE

- Phase Zero Djfference: OTHC
- Estimation: NCALJB option POLAR VZERO CALC, APPLY, ASK, SCAN

- Manual: NCALIB option POLAR VZERO MANUAL, ASK

- Copying from calibrator: NCALIB option POLAR VZERO COPY

- Extinction corr (manual): NCALIB option SET EXTINCT

- Refraction corr (manual): NCALIB option SET REFRACT

- Faraday corr (input of ionosonde data): NCALJB option SET FARADAY

1.3.6 Modifying a uv-model in the SCN-file

See Overview of interactions wjth MDL file below.

1.3.7 Reorganisation of SCN files

- Create new ‘Job’ from Sets in the same SCN-file: NSCAN option RECROUP

- Create a ‘secondary’ SCN-flle (data selection, correction): NCOPY

(not implemented yet)
- Delete SCN-fi}e: Use UNIX command rin <xxx>.SCN (be careful!)

1.3.8 Export of uv-data from SCN files

- To UVFITS format (AIPS): NSCAN option UVFITS, PFITS

- To old (R.series) SCN-file format: NSCAN option TO_OLD

To WMP file (as gridded uv-data or maps): NMAP option MAKE
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1.4 Overview of interactions with an MDL file

A MDL file contains a collection of source model components. This may consist of a mixture

of multi-parameter componeuts and ordinary CLEAN componeuts. The MDL file

may also contain reference coordinates (obtained from a SCN-file) for the position of the

field centre and the observing frequency.

For more information, see the dedicated MDL-file section in this chapter of the Cookbook,

and also the section on the program NSCAN. It contains a description of the structure and

the contents of the MDL-file.

NB: Note that the model in the MDL file may be manipulated by means of NMODEL

options (ie. options of the program NMODEL), or by MDL handles. The latter operations

(e.g. READ, WRITE, EDIT, SHOW) are available in all the programs that deal with source

models: NCALIB, NMAP, NCLEAN, NSCAN, NMODEL.

1.4.1 Adding source components to nu MDL file

- Manual, by specifying source parameters: MDL handle ADD.

- Automatic search of a map (in a WMP file): NMODEL action FIND

- CLEANing a map (in a WMP file): NCLEAN option BEAM, UVCOVER, COMPON

- Save model from SCN file in an MDL file: NMODEL option SAVE

- Convert old (R-series) model to NEWSTAR MDL file format.

1.4.2 Modifying a model in an MDL file

Modifying source cornponents:
- Improve source parameters by fitting to the uv-data: NMODEL option UPDATE, XUP

DATE
- Manual editing: MDL handJe EDIT, FEDIT
- Delete:

- All components: MDL handle CLEAR, ZERO

- Selected components: MDL handle DELETE, DNCLOW, DCLOW, DAREA

- Selected components: MDL handle EDIT, FEDIT

- Calibrate (position, fiux): MDL handle CALIB
- Combine components al the same position: MDL handle MERGE

- Correct for primary beam attenuation: NMODEL option BEAM, DEBEAM

Modifying reference coordinates:
- Change epoch or coordinate system: NMODEL option CON VERT

NB: Reference position and frequency are obtained from SCN-file.

1.4.3 Jnspecting, displaying and sorting an MDL model

Inspecting:
- Show list of components: MDL handle SHOW (screen) or PRINT (log-file)

- Idem, in RA/DEC coordinates: MDL handle RSHOW, RLIST

- Show source list statistics: MDL handle TOT

Displaying:
- As gridded nv-model from SCN file: See WMP file below

- As a map of the uv-model in the SCN-file: See WMP file below

- As position marken in a map: NPLOT option MAP
- As ‘restored’ components in a CLEAN residual map: NCLEAN option UREST
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Sorting:
- According to decreasing flux: MDL handle SORT, WRITE(!)

- According to the value of another source parameter: MDL handle FSCRT

1.4.4 Relation with the tav-model in the .SCN file

The source components in an MDL file may be Fourier transformed to the uv-plane, to the

uv-coordinates of the uv-data in a SCN-file. This nv-model is then ‘saved’ in the SCN-file,

together with a copy of the MDL source components that produced it.

Whenever a uv-model is needed (eg. for Selfcal in NCALIB, or source subtraction in NMAP)
the user is always asked to specify a input model explicitly, even if there is already a saved
uv-model in the SCN-file. This input model may be specified either by reading (and editing)
components from an MDL-file, or by editing source components manually. In the following,
the Fourier transform of the input model will be called the input nv-model, The user may
choose (keyword MODEL.ACTION) one of the following possibilities:

- Merge: Replace the saved uv-model with the input uv-model, and use it.
- Add: Add the input uv-model to the saved uv-model in the SCN-file, and use it.
- New Replace the saved uv-model in the SCN file by the input uv-model, and use it.
- Temporary: lJse the input uv-model, but do not change the saved uv-model in the SCN
file.
- Increment: Use the sum of the saved tav-model and the input nv-model, but do not
change the saved uv-model in the SCN-file.

NE: NEWSTAR regards the saved uv-model as apphed cortections, i.e. corrections that were
applied (added) to the cosmic noise before the uv-data were put into the SCN file. Hence,
to subtract the saved uv-model from the data, one could specify ‘MCD’ to the (NGEN)
keyword DEAPPLY! Specifyïng ‘MCD’ to the (NGEN) keyword APPLY will restore a
model that was subtracted from the data before it was put in the SCN file (7).

1.4.5 The various uses of mi MDL model

Present uses of an MDL model:
- To solve for telescope gain/phase errors (Selfcal, Aug»): NCALIB option REDUN
- To subtract sources from the uv-data: NMAP option MAKE
- To combine multiple observations:

- With different frequencies (broad-band mapping)
- With different pointing centres (mosaicking)
- WiLh different observing times

- To deal with instrumental polarisation
- To undo large Faraday ‘rotation measures’
- To detect variability
- To simulate nv-data: clumsy at the moment

Potential uses of an MDL model:
- To deal with non-isoplanaticity

To simulate uv-data: NSIMUL (not yet implemented)
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1.5 Overview of interactions with a WMP file

A WMP contains a coHection of 2-dimensional arrays, that are related in some way (but

that can have different dimensions). These may be maps for various frequencies (line data)
or pointing centres (mosaicking), antenna patterns and CLEAN residual maps. Even rect
angular arrays of (gridded) uv-data may be put in & WMP file, for display purposes.

For more information, see the dedicated WMP-file section in this chapter of the Cookbook,

and also the section on the program NSCAN. It contains & description of the structure and

the contents of the WMP-flle.

1.5.1 Creating maps in WMP files

- Making maps/ap’s from uv-data (or uv-mode[) in SCN-file: NMAP option MAKE

- Many types of maps: XX,YY,XY,YX,I,Q,U,V,cos,sin,ampl,phase,...

- Residual maps: NCLEAN option BEAM, UVCOVER

- Restored maps: NCLEAN option UREST

- Gridded uv-data from SCN-file: NMAP option MAKE REALI IMAG, AMPL, PHASE
- In various forms: real or imaginary parts,ampl,phase,...

- Gridded uv-coverage from SCN-file: NMAP option MAKE COVER
- Copy maps: NMAP option FIDDLE COPY
- Extract areas from maps: NMAP option FIDDLE EXTL4CT

- Convert from old (R-series) map files: NMAP option FROMflLD

Delete WMP files: Use operating system UNIX: rm <. . . .>.WMP (be careful!)

1.5.2 Inspecting the contents of a WMP file

- Show header information: NMAP option SHOW.
- Display images on color screen (X): NGIDS
- Make plots on X-screen or plotter: NPLOT option MAP - Various types: contour.

greyscale, polar, ruled surface

1.5.3 Editing the WMP header information

- Edit header information: NMAP option SHOW.

1.5.4 Operations on WMP images

Although NEWSTAR bas primarily been designed for WSRT uv-daia processing it offers

some powerful image-plane features:

- Various map operations (very powerful): NMAP option FIDDLE

Add, subtract, average, extract, copy, mosaic, etc

- Cleaning and restoring: NCLEAN option BEAM, UREST
Finding strong sources: NMODEL option FIND

For many astrophysical projects, this will be sufiicient. However, for more advanced op.
erations astrophysical image analysis, the user should transfer the images from the WMP

file to other packages (eg. GIPSY, AIPS) by means of the FITS format: NMAP option

W16FITS, W32FITS.
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1.6 Auxiliary NEWSTAR files

1.6.1 .LOG files

Each NEWSTAR program run produces a log-file with the name <progname>.LQG. It con

tains the ‘vital information’ about the program run: keyword values (inciuding the bidden

ones) and essential results. In some casa (eg. NCALIB REDUN) the user may specify
how much information is printed in the log-file (keyword SHOWJIEVEL).

The user may specify (NGEN keyword LOG) what happens with the log-file upon comple

tion; it may be spooled automatically to the line printer, or thrown away, or kept for later

inspection. In the latter case, the log-file is automatically renamed with a unique name (e.g.
NCÂ<alphanumeric>.LOG) when the program is run again.

1.6.2 .PLT files

All plot files produced by the programs NPLOT and NGCALC have the extension .PLT.
The file names usually begin with the 3-4 letter code of the selected PLOT?ER option (PSP,
PAL, EMS etc), followed by a unique comhination of alphanumeric characters derived from
the date and time of creation.

1.6.3 •NGI files

NGI files are used to store the varlous information that the program NGCALC extracts
from the SCN-file.



Figure 1: FIl: fs,flLJNTflO.bt&

Block diagram of the NEWST.4R programs and data-files. The NEIISTAR pack
age specialises in the processing of uv-data from East- West arrays, in particular
the WSRT. The heart of the package is the SELFCAL loop, although ii has many
other features. WSRT-style SELFGAL is different in two respects:

- 1: Ii makes full use of the extra (model-independent!) constraint provided by the
presence of redundant spacings in the IVSRT array.
- 2: The source model contains multi-parameter source components, including ex
tendedness, polansahon and spectral index. It can also contain CLEAN compo
nents.
The S types of data files (ScN, MDL and WMPJ can be manipulated by means of
the programs NSCAN, NMODEL and NMAP respectively. The program NGCALC
can be used to extract a wide variety of (astrophysical) information from the data.
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III. u.er8l(ooord.mRflhIeLcoQkbooklFLElSCNSe*

1 The SCN-file (nv-data)

The NEWSTAR SCN-file contains WSRT (or ATNF) uv-data and header information, in
cluding many types of corrections that may be applied (OF de-applied) to the data. A single
SCN file is a collection of uv-data samples, that are related to each other in some way. Exam
ples are multi-channel data mosaicking data (multiple pointing centres), data of the same
object taken at different times, etc. Other examples are calibrator observations that were
taken before and after the ‘real’ observation. This approach is convenient for processing,
and for keeping related things together.

As shown in fig 1, the SCN-fi[e may also contain a SELFCAL source model in two rep
resentations: as source components (from a MDL file), and Fourier transformed to the
uv-coordinates of the data.

The SCN-file contains nv-data and its corrections. 11 can also contain the nv
representation (ie. mapped to the uv-coordinates of the nv-data) of a SELFCAL
source modeL The reason for this approach is that it is a very time-consuming
process to transfonn a model of many many (> 100) source components to the uv
plane. 1f the nv-model is available, it may be used for various Ucasual» purposes
(e.y. calculating SELFCAL residues, or subtractïon from the nv-data) without a
large time-penalty. Ii is also much qnicker to recalculate the nv-model when only
a few of the many source components have changed. Obviously, the component
representation (a copy of a .MDL file) of the stored uv-model must also 6e kept in
the SCN-file.

Figure 1: Put VgSltt.ScNonttEX
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1.1 Organisation of the SCN-file: Sets (segments)

Fig 2 gives a schematic overview of the organisation of the uv-data in the SCN file. The
basic unit is the ‘Set’ (or segment). See also fig 3. A particular Set (segment) may be
selected by means of 5 integer indices (‘dimensions’):

1) job (1) or group (e.g. observation or calibrator data)
2) label (1) e.g. separate parts of the name observation
3) field (f) pointing centre (mosaicking)
4) channel (c) frequency point or DCB band
5) segment (s) time-contiguous collection of HA-Scans

Example: 0.1.0.31.5 selects the Oth segment for frequency channel 31, for the ist pointing
centre, of the 2nd label of the ist job.
The ‘job’, ‘label’ and ‘segment’ indices are running numbers and start at 01.
The ‘field’ nr corresponds with the WSRT mosaicking field nr. For a single pointing centre,
this index is 0.
The ‘channel’ index corresponds with the WSRT channel nr, with the ‘continuum point’ as
channel 0.
The indices may also be specified as ranges or wildcards (see the section Overview of NEW-
STAR files).

Ii is possible to guarrel about the ‘best’order of the various indices. In particular, one might
arguc that it would be better to order the data in the way they have been acquired, ie. in
time-slices. This particular order one has been chosen to minimise the repetition of header
infonnation, and to optimise the sorting for parlicular projects.

A Set (segment) also has three ‘dimensions’ of internal structure, which may be specified by
means of separate selectors, which are valid for all Sets:

6) HA-range Scans
7) Polarisation XX,XY,YX,YY
8) Interferometers selected by name

A HA-Scan contains a header with information and corrections (see below), and the actual
uv-data. The latter are stored as ‘triplets’ of 16-bit numbers: cosine, sine, weight. Scans
may be reversibly ‘deleted’ (ignored) by setting delete-bits (in the Scan header). Similarly,
individual data samples can be ‘deleted’ or by making the weight of a triplet negative (see
program NSCAN, option DELETE).

NB: The user should be aware of an annoying ambiguity of terms here. Sets are
also also sometimes called ‘segment’ or spoke. Thus, the SCN-file layout refers
to segments, but the header of such a segment is called a ‘set header’.



1 selected by:
0.1-1... *

.* 1

selected by: A label may be divided into f “fields”
o.o.f-L*.. (pointing centres) e.g. for mosaicking

selected by: 1 Each p.c. may have c frequency “charinels”,
0.0.0.c-1.. regularly spaced in a frequency band

Each channel may have s “sets” (or segments)

A set (segment) consïsts of one or more
time-consecutive “scans” of uv-data,

scan selected by hour-angle (HA) range.
scan
scan A scan contains the uv-data for all mterferometers
scazi (combinations of 2 dipoles) in a (sub-)array,
scan for aparticular time (HA? frequency and
scan pointmg centre, for al! po arisations.

Figure 2: pil.. 514n.iscrja.unx

Schematïc overview of the organisation of the nv-data in the ScN-flle. The basic
unit is the Set (or segment), which can 6e selected by means of five integer pa
rameters divided by dois (j.Lfc.s). Each starts al zero (1,), and can 6e a wildcard
(*, meaning all) or a specific range wiM an increment (e.g. 8-15:3, or 4-,). The
nv-data within a Set can 6e selected by HA range, polarisation (XX,XY, YX, YY)
and interferometers (PA, 8*, -FF etc).
There are headers with information at Mree levels:
- The file header describes controls access to the various parts, bui contains no
astronomical information.
- Each set header contains information about the sourte, and observationalparam
eters like pointing centre, frequency etc. It also contains polarisation corrections.
- Each semi header contains information about HA etc. Ii also contains various
phase and gain corrections per telescope.
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selected by:
j—1.*. * * .*
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A SCN-flle contains uv-data and an
associated SELFÇAL source model in uv-form
(and also as multi-parameter source components)

The uv-data may be divided into j “jobs”
(or groups) that are related in some way
(eg. observations and their calibrators)

A job may be divided into 1 labels”
(e.g. data that were taken at different times)

set header

header
header
header
header
header
lie ader

selected by: 1
0.0.0.0,s-1

In te rfe ro m e t ers
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1.2 The file layout and file header

A summary of the SCN-file contents and layout may be obtained by using the program
NSGAN:

NSCAN$1 is started at 11—Juli—92 14:30:03

_____

Ø OPTION (LOAD»UMP,PROM.OLD,TOOLD,SNOW,DELET...) = QUIT: show

Ø INPUT_SCAN Qnput nod. n.mc) = ““: 1U6446.2401
File deacription of node U6446.240:

Created: 05—Jun—1992 17:39 Revision(3): 07—Jun—1992 17:37
File contains 96 datasets in 3 groups and has version 1

Ø FILE.ACTION (LAYOUZSHQW,ED(T,CONT,QUIT) = CONT: layout

File layout:

0.0 contains 1 fields, 32 channels and 1 segments for 3C147
1.0 contains 1 fields, 32 chajmels and 1 segments for U6446
2.0 contains 1 fields, 32 chaxmels and 1 segments for 3C286

This file contains three Jobs (0,1,2), for an observation of the source U6446 and calibration
observations of 3C147 and 3C286. Each Job consists of a single Sub-job (.0), one pemnting
centre (field), 32 frequency channels, and one Segment (or Spoke, or Set) of contiguous
Scans. The continuum channel (0) for 3C286 would be selected by 2.0.0.0.0 (note the
start of the indices at zero!) or 2.*.* .0.*.

The contents of the file header may be inspected also. It only contains information needed
by the program to find its way in the file in an efficient manner (for a description of the file
structure, see NFRA ITRl97abcd by W.N.Brouw):

Ø FIL&ACTION (LAYOOT,SHOW,EDIT,CONT,QUIT) = CONT: show

File description of node U6446.240:

ED .SCN LEN 512 VER 1
CDAT 05—Jim—1992 CTIM 17:39 RDAT 11—Jun—1992
RTIH 15:40 RCNT 9 NAME U6446.240
DÂTTP 3
LINK 0000SDFO 00AD3740
NLINK 96
LINKG 00000200 OO9ABEEO
NLINKG 3 IDMDL 0 ID1 0
1D2 0 USER 0
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Figure 3: fig-fIIel-SCH..egmei

6

A Set (segment) is a time-contiguous collection of HA-scans, for one frequency
channel and one pointing centre. Usually, the segment index will be 0, since ihen
ïs only one segment. The single segment in the lefi figure contains 10 contiguous
HA-scans, for one pointing centre and one frequency channeL
The most common case of multiple segmenis is a mosaicking observaiion (right,),
where each pointing centre is observed for a few consecutive HA-intenals (scans)
at a time, bid revisited several times in the course of JE hours. The flgure on the
right shows 7 segments of S contiguous HA-scans each, for one pointing cenire and
one frequency channeL

t4
fl4 = —

t’
u

— -
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1.3 The Set (segment) header

lVhen adressing a particular Set with the program NSCAN, a summary of the most impor
tant information in the Set header is dispayed:

Ø FILE..ACTION (LAYOUT.sHow.Eo,T.CONT.quIT) = CONT: <GB>

® SETS (4.0*0* do) =

Set o.o.o.o.o(#o) — 3C147 — Channel 0 — 23 Scaits — 2 polarisations

RK (date) 85.4827 dag SA(start) —28.72 deg abs.day 104
DEC(date) 49.8517 dag HACend) —6.66 deg Dbs.year 91
RK (1950) 84.6813 dag RA(step) 1.00 dag Epoch 1991.28
DEC(1950) 49.8286 dag KkCaverage) 1.00 dag Voignummar 9101118
Fraquancy 1417.2484 14Hz 4* o! tfrs 40 Backend 2
Bandwidth 2.3250 14Hz Prec. rot. 0.36 deg Pointing Set 0

MJD(start) 48360.57755

Telescope positions 9, A, B, 0, 0 = 1296, 1332, 1404, 2628, 2700
REDUN H.E. 0.0, 0.0, 0.0, 0.0
ALIGN M.E. 0.0, 0.0, 0.0, 0.0

The full information in the Set header may be inspected too:

Ø SET..ACTION (NEXT,IFRSSOiOW.EOITCONTQUIT) = CONT: 1 show

Set header descriptioa 0.0.0.0.0:

LINK 0000F960 00000098
LEN 640 VER 2 SETN 0
BEC 2 PTS 0 VU 9101118
CRU 0 PLN 2 FIELD 30147
RK 65.4828541 DEC 49.8517175 RAE 84.6812750
DECE 49.8285640 RAB —28.7215206 RAI 1.0027379
SCN 23 0EP 1991.28 EPO 1950.0
raq 1417.248413 FRQE 1417.248413 BAND 2.325000
11KV 1.0027379
OBS 104 91
RTP 0.0000 143.9919 287.9837 431.9756 575.9674

719.9592 863.9511 1007.9429 1151.9348 1295.9266
1331.9297 1403.9216 2627.8513 2699.8472

NIFE 40 IFRP 00005D00 NFD 1920
FOP 000002KG NOS 1536 01W 00000A20
NSC 15360 SCP 00001020 11511 2080
Slip 00005490 SCNP 00006000 SCNL 1504
REUNS 0.0000 0.0000 0.0000 0.0000
KLGNS 0.0000 0.0000 0.0000 0.0000
OTHNS 0.0000 0.0000 0.0000 0.0000
MOL 00000000 00000000
MDD 00000000 00000000
P111 0.4
POLO 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000
E&, Polansation correclions: 56 4-ijle numbers
Position angle error and eUipticiiy for 28 dipoles

FRQO 1417.248413 FRQV 1417.248413 FRQC 1417.248413
VEL 0.0000 VELG 0 1430 48360.57755
UTST 1.00274
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1.3.1 Explanation of items in the Set header

- LINK: Link (pointer) to other sets
- LEN: Length of the header (bytes?)
- VER: Version nr of the header
- SETN: absolute Set nr, the one needed for direct reference (e,g. #setn)
- DEC: WSRT backend configuration nr
- PTS: Pointing centre nr (mosaicking)
- VNR: Obs nr (=volgnummer+cyclus*66536) (WSRT code)
- CHAN: Frequency channel nr (0=continuum)
- PLN: Nr of polarisations (1 (XX,XY,YX or YY), 2 (XX or YY), 4)
- HELD: Name of observed object/field
- RA: Obs RA (date) of field centre (degr)
- DEC: Obs DEC (date)of field centre (degr)
- RAE: Epoch RA(1950)
- DECE: Epoch DEC(1950)
- HAD: Start NA apparent (degr)
- HAl: NA increment between Scan centres (degr)
- SCN: nr of Scans in this set
- OEP: Obs epoch (eg. 1990.12)
- EPO: Epoche (e.g. 1950.0)
- FRQ: Apparant central frequency (MHz)
- FRQE: LSR frequency
- BAND: Bandwidth (MHz)
- HAV: Averaging HA (degr)
- 085: Observation day (e.g. 104) and year (e.g. 91)
- RTP: Telescope positions (m), starting at RTO
- NIFR: Nr of interferometers (per polarisation)
- IFRP: pointer to interferometer list
- NFD: FD block (WSRT tape format)
- FDP: Pointer to FD block
- NOU: Length of OH-block (WSRT tape format)
- OHP: Pointer to OH block
- NSC: SC block (WSRT tape format)
- SCP: Pointer to SC block
- NSII: 511 block (WSRT tape format)
- SLIP: Pointer to SH block
- SCNP: Pointer to Scan area
- SCNL: Length of Scan (bytes?)
- REDNS: Redundancy solution noise (gain/phase, X/Y)
- ALGNS: Ahgn solution noise
- OTHNS: Noise of ‘other’ solution
- MDL: Pointer to model lists (source components)
- MDD: Pointer to model data (uv-representation)
- PHI: Precession rotation angle (degr)
- POLC: Polarisation corrections (posangle/ellipt, tels, X/Y)
- FRQO: Rest frequency for line (MHz)
- FRQV: Real frequency for line (MHz)
- FRQC: Centre frequency for line (MHz)
- VEL: Velocity for line (mis)
- VELC: Velocity code (0=cont, 1=heliocentric radio, 2=LSR radio, 3=heliocentric optical,
4=LSR optical)
- MJD: Start Julian Day
- UTST: Conversion UT/ST day length
- INST: Instrument (0=WSRT, 1=ATCA)
- VELR: Velocity at rest frequency (FRQC)
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1.4 The Scan header

9

Extinction
Rad. noise:
Align noise:

(XX,XY,YX,YY,h..>[nI,<(nj,S,D,A,W,S,Q) =
Maximum 3807.00 W.U. Bits
Kaf raction 1.00000 Faraday

00.00,

21.67,

This produces a minima! selection of the information in the Scan header. The full Scan
header may be inspected by:

Ø SCAN.ACTION (XX,XY,YX,YY,h.,> {nI,< {nJ,S,DA,W. = “> “

Scan header description

Ø SCAN.ACTION (XX,XV,VX.YY,h.,> tol,< toI,S,D,A,W...) “> “ j <CK>

show

Nest Scan

Other Scan headers may be selected by HA, or by skipping n scans forward (e.g. > 44) or
backward (e.g. < 72). The default is > 1. Each time, the summary of the Scan header is
shown first.

The Scan contains the actual data, and its header contains all the information that is relevant
to that particular data, The Scan header can be inspected by NSCAN option SHOW:

NSCAN$1 is started at 11—JUN—92 15:43:02

_____

Ø OPTION (LOAD,DOMP.FROM.OLD,TO.0tD,SIIOW,DELET. j = QUJT: show

Ø INPUT_SCAN (topot node 0.02e) = ““: u6446.240J SCN-flle

Ø FILE.ÂCTION (LAVOUT,SHOW,EDIT,CONT,qUIT) = CONT: J <Ga> Nat level

® SETS (oct12. do) = ““ 12.0.0.161

Ø SET.ACTION (NEXT,IFRS,SHOW,EDIT,CONT.QUIT) = CONT: <CR> Nest level

® SCAN...ACTION 60.25 HA (degr)
60.2972 dag 00000000

1.00000 0.0 dag
00.00, 00.00, 00.00
15.93, 16.43, 20.27

Job 2, channel 16

0 0 0 0

HA 60.2971959 MAX 3807.000 SCAL 0.000000
REDNS 0.000 0.000 0.000 0.000
ALGNS 15.927 21.665 16.425 20.271
OTHNS 0.000 0.000 0.000 0.000
BITS 00000000
VOS 0000 0000
VEGEN
EXT 0.00000 REFR 0.00000 FARAD 0.00
REDC 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000
Etc, Redundancy corrections: 56 4-byte numbers

Gein and phase errors for 28 dipoles
ALGC 0.0443 —0.2488 0.0503 —0.1536 0.0235

0.0854 0.0080 —0.1001 0.0373 —0.2338
Eic, Align corrections: 56 4-byte numbers

Gain and phase errors for 28 dipoles
OTHC 0.0000 0.0000 0.0000 0.0000 0.0000

0.0000 0.0000 0.0000 0.0000 0.0000
Eic, Other carrections: 56 4-byte numbers

Gein and phase errors for 28 dipoles
IFKAC 00000000 WKMC 00000000 AEXT 0.00000
AREFR 0.00000 AFARAD 0.00
AOTHC 0.0000 0.0000

0.0000 0.0000
Etc, Other applied corrections: 56 4-ijLe numbers

Gein and phase errors for 28 dipoles
AIFRAC 00000000 AIFRMC 00000000

0. 0000
0. 0000

0. 0000
0. 0000

0. 0000
0. 0000
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1.4.1 Explanation of items in the Scan header

- HA: Apparant hour angle of this Scan (degr)
- MAX: Maximum cos or sin in this Scan (W.U.)
- SCAL: Cos/sin scale multiplier minus 1
- REDNS: Redundancy solution noise (W.U., gain/phase, X/Y)
- ALGNS: Align solution noise (VU., gain/phase, X/Y)
- REDNS: ‘Other’ solution noise (V.U., gain/phase, X/Y)
- BITS: 32 general bits (BJTS=00000001: Scan ‘deleted’)
- DOB: 32 do/undo bits
- DEGEN: Degeneracy count (gain/phase, X/Y)

The following are corrections which can be selectively applied (COMMON keyword AP
PLY) to the uv-data whenever they are read into memory:
- EXT: extinction factor minus 1 (so EXT=0 means: no extinction)
- REFR: refraction factor minus 1 (so REFR=0 means: no refraction)
- FARAD: Faraday rotation angle (radians)
- REDC: Redundancy dipole corr (log(gain)/phase, X/Y)
- ALGC: Align dipole corr (log(gain)/phase, X/Y)
- OTHC: ‘Other’ dipole corr (log(gain)/phase, X/Y)
— IFRAC: Pointer to additive interferometer corrections
- IFRMC: Pointer to multiplicative interferometer corrections
NB: Dipole corrections are also cafled ‘telescope corrections’, and are in units of log(gain)
and radians.

The following are corrections that have already been applied to the data, and can be selec
tively de-applied (COMMON keyword DEÂPPLY) ifrequired:
- AEXT: Applied extinction factor minus 1
• AREFR: Applied refraction (MU-1)
- AFARAD: Applied Faraday rotation angle (radians)
- AOTHC: Applied total (REDC+ALCC+OTHC) dipole corr (log(gain)/phase, X/Y)
- IFRAC: Pointer to applied additive interferometer corrections
- IFRMC: Pointer to applied multiplicative interferometer corrections

NB: (gain/phase, X/Y) means: (Xgain, Xphase, Ygain, Yphase)
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1.5 The Scan data

The actual uv-data in a particutar Scan can be inspected with NSCAN option SHOW:

® SET..ACTION (NsxtIpassHowEDITC0NT,quIr) = CONT: Nert level
Ø SCAN_ACTION (XX,XV,YX.YV.h.,> (.j,< .I.SD,A,W = “> “: ampl/phase

Amplitude (1 V.U.)
o 1 2 3 4 5 5 7 8 9 4 8 C D
• • . • . . . . . . 4854 5691 4461 4352 0

0 . • . . . . • . . . 4805 5643 4423 4289 1
1 . . . . * . . . . 4786 5619 4407 4279 2
2 . • . • . - . . . . 4477 5474 4317 4211 3
3 . . . . . . . • . 4765 5560 4363 4245 4
4 . . . . . . . . . . 4719 5575 4370 4240 S
5 . . . . . . . . . • 4823 5634 4421 4306 6
6 . . . . . . . . . * 4956 5605 4393 4290 7
7 . . . . . . . . 4684 5500 4340 4174 8
8 . . . . . . . . . 4676 5512 4319 4193 9
9 . . . . . . .4
4 —12—17 —4 —8—20 —3 —3 —8 —7—22 . . . .8
S —9—14 —1 —7—16 0 0—10 —4—19 . . . C
C 4 —1 12 6 —3 13 13 3 9 —7 . • . . D
13 1 —4 9 3 —6 10 11 0 6 —9 . .

0 1 2 3 4 S 6 7 8 9 4 8 C 13
Phase (deg)

Each NEWSTAR visibilitysample is stored as three 16-bit numbers: Cosine, Sine and Weight.
The weights depend on the receiver noise temperature (cooled receivers have higher weights)
and the integration time. A negative value means that the data sample bas been reversibly
‘deleted’ (use NSCAN option DELETE). The weights can be inspected:

Ø SCAN_ACTION (XX,XY,YX.YY,h.,> 14< hsl,SD,A,W .
= “> “: weigha

Data weight (*1)
o i 2 3 4 5 6 7 8 9 4 8 C 13

• . . . . . . . . —24 24 24 240
• . . . . . . . . 24 24 24 241

24 24 24 242
* . . 24 24 24 243

• . 24 24 24 244
24 24 24 245

• . . 24 24 24 246
24 24 24 247

• . 24 24 24 248
24 24 24 249

4
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1 The MDL-file (model components)

A NEWSTAR MDL file contains a collection of source model components. This may be
a mixture of multi-parameter components and ordinary CLEAN components. The former
are much more versatile, and represent one of the main differences between NEWSTAR and
other uv-data reduction packages.

1.1 Exampie

The contents of a MDL file may be inspected in the following manner:

NHODEL$1 is started at 8—DEC—92 22:20:59

_______

Ø ACTION (HANDLE,HSLP,PIND,OPDATt,XUPDATE,FRO...) = HANDLE: J handle

® MODEL_OPTION (RsAD,wRlTE,cLtM,zEao,sHow.tasT.asnow.ausT. A,QUIT) read

Ø MODEL_NODE (Mod.In.d.)” Imodeli

____

Ø MODEL..OPTION (READ,wRrrE,cLAn,zEfto.sHowL.IsT,RsHowRLIsT,
.

AQUIT) shov
®SOURCESANGE m .ng)* j<ca>I

1 1 m ID Q t) 7 long short PA
W.U. arcsec arcsec 7. 7. 7. arcsec arcsec dag

Source list in local, mode

t 1000.000 0.00 0.00 1—00 0.0 0.0 0.00 0.00 0.00 0
2 100.000 10.00 —10.00 2—00 0.0 0.0 0.00 0.00 0.00 0
3 10.000 —100.00 100.00 3—00 0.0 0.0 0.00 0.00 0.00 0

3 sources (0 deleted) with 1110.000 W.U. (Hax 1000.000, Kin 10.000)

The above model is in ‘local mode’, which means that no reference position or reference
frequency have been supplied (use NMODEL, option CONVERT, see also below). This
information is stored with the model in the MDL file. 1f the position of the field centre is
known, the model looks like this:

1 RA DEC ID Q U 11 longsho
W.U. ‘h 7. ‘h arcsec arc

Sources at epoch 1960 at 05:38:43.51, 49.49.42.8, 1401.376 11Hz

1 1000.000 05:38:43.61 49.49.42.83 1—00 0.0 0.0 0.00 0.00 0.

2 100.000 05:39:42.47 49.49.32.93 2—00 0.0 0.0 0.00 0.00 0.

3 10.000 05:38:53.85 49.61.22.76 3—00 0.0 0.0 0.00 0.00 0.

3 sources (0 deleted) with 1110.000 W.U. (Max 1000.000, Min= 10.000)

Some source parameters are also affected when the reference frequency is known.
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1.2 Source component parameters

The source components in a NEWSTAR model have the following parameters:

• 1: total flux in W.U. (even wben extended or polarised)

• 1, m: offset from the reference point (map centre) in aresec

• ID: identification number

• Q, U, V: Stokes Q, U, V in percent (of 1)

• long, short, PA: long and short axes (full halfwidth in arcsec) of an elliptic gaussian

extended source, and the position angle of the long aids (degrees North thru East).

• si: spectral index (flux ÷ frequ)

• rm: Faraday rotation measure (rot = rm x (c/frequ2) in rad/in2)

• flags: (eg. if a CLEAN component or a proper source (0))

1.3 Coordinate system

Model nodes come in three flavours, related to their sky coordinate system:
- local: unknown central position and frequency (these can be obtained from the relevant

SCN file, using NMODEL ‘action’ CON VEIlT)
- apparent: the position of the field centre (and the parameters 1, m) are in apparent
coordinates, and the frequency is known (i.e. stored in the MDL file)
- B1950: position of the field centre (and 1, m) are in 81950 coordinates, and the frequency
is known

Models in MDL files can be converted between flavours (using NMODEL action CONVERT),
in which case the 1, m offsets, the spectral index and the rotation measure are changed.

1.4 Proper sources and CLEAN components

CLEAN components:

Are not corrected for beam smearing in SELFCAL.

Are confined to map grid postions, which may result in poor subtraction.

Their positions cannot be “updated” automatically after SELFCAL.

Use “proper sources” for strong point sources, and CLEAN components for weak extended
sources (only if necessary).
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1.5 Overview of model ‘handling’ options.

In various NEWSTAR programs (NMODEL, NCALIB, NMAP etc) the user is able to handle
the list of model components in various ways. The keyword often used is MODEL_OPTION:

• READ/WRITE: Read/write from/to art external MDL file

• CLEAR: Clear the source component list while resetting reference coordinates

• ZERO: Empty the source component list, but keep the coordinates of the field centre
and frequency.

• SHOW/LIST: Show source list on terminal screen, or both terminal and LOG-file.

• RSHOW/RLIST Show source list in RA/DEC coordinates

• TOT: Show source list statistics

• ADD: Add sources to the list by hand.

• CALIB: Convert the source list by scaling intensities and/or moving l,m positions.

• EDIT: Edit the sources in the list (an amplitude of zero will delete the source)

• FEDIT: Edit a ‘field’ (parameter) for a range of sources

• MERGE: Combine sources components that have the same position

• SORT: Sort the source list in decreasing amplitude (sorting will always precede a
write)

• PSORT: Sort on a specified ‘field’ (parameter) in the source list

• DEL: Delete sources

• DNCLOW: Delete non-CLEAN components with low amplitudes

• DCLOW: Delete CLEAN components with low amplitudes

• DAREA: Delete sources in specified area
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1.6 Conversion to a uv-model for the .SCN file

The calculation of uv-model data (for comparison with uv-data in NCALIB)i s time con
suming. Therefore, a calculated uv-model is saved in the .SCN file for which it is calculated,
together with the source list used. In all programs that use the model data it can be speci
fied how the model calculation should be done, and if the calculation should be saved. The
relevant question is MODEL..ACTION, which expects a list of three answers. The first one
can be one of:

• merge: replace the model saved in the SCN node with the one specified by the user.
However, first compare these two lists, and only add the difference to the saved model
data. Ie. make the calculation as short as possible if the new list differs only slightly
from the saved one.

• add: replace the saved model with the sum of the saved one and the one specified by
the user. The model calculated on the basis of the user specified list is added to the
saved data.

• new: replace the saved model by the model specified by the user, and calculate a
completely new set of model data

• temporary: do not use any data in the SCN node, or write anything, but use the
data based on the list specified by the user

• increment: use the saved model data, and add to it the model data based on the
user specified list, but do not save anything

The second answer can be BAND or NOBAND. and specifies if in the model calculation
source data should be corrected for bandsmearing to match the actual data better. The
third answer can be TIME or NOTIME to indicate the use of integration time smearing.
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1 The WMP-file (image-data)

The NEWSTAR WMP file contains ‘image data’, ie. a collection of 2-dimensional arrays of
data. The various ‘images’ in a WMP file are related in some way, but do not have to have
the same dimensions. Examples are radio maps at various frequencies (line observations),
polarisations, or pointing directions (mosaicking). There may also be antenna patterns and
various kinds of residual maps. or even rectangular arrays 0V uv-data.

1.1 Organisation of the WMP file: Maps

The basic unit in the WMP file is the Map (a 2-dimensional array of pixel values). It can
be selected by the user by means of 6 integer indices:

1) group spare index
2) field pointing centre (mosaicing)
3) channel frequency channel, or DCE band
4) polarisation 0=1 or XX, 1=Q or XY, 2=U or YX, 3V or YY
5) type 0=map, 1=ap, 2=cov, 3real, 4=imag, 5=ampl, 6phas
6) nseq sequence nr within each type

Indices may also be ranges of indices, or wildcards (*), as explained in more detail in the
section ‘Overview of NEWSTAR files’ in this Cookbook, Note that the Map in the WMP-file
plays the same role as the Set in the SCN-file.

All indices are just running numbers (starting at 0!), except ‘type’ and ‘polarisation’,
which have fixed codes (see above).

Neither the ‘field’ nor the ‘channel’ index nrs correspond with the ‘field’ or ‘channel’ nrs in
the SCN-file. The reason for this is that a map may be made from a combination of fields
or channels.

Usually, all Maps belong to the same ‘group’ (0). Therefore, the first index is called a ‘spare
index’ here. However, any selection of Maps may be put into a new group in the same WMP
file, using the NMAP option REGROUP.

The Oth index allows for a sequence of Maps of a certain type, usually derived from each
other. Examples are residue Maps after CLEANing (see NCLEAN), or the Maps that resuit
from combining other Maps (see NMAP option FIDDLE).
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1.2 File layout and file header

A summary of the WMP-file contents and layout may be obtained by using the program
NMAP, option SHOW:

> exe nmap
NMAP$1 is started at 03—FEB—93 13:38:36

______

® OPTION (MAKE.sHow,rInrzLn,wl6vlTs,w32rITs,wntptts,rBok4,OLD,
-,

= QUIT: [shovj

® INPUTJVIAP (nod. = ““: Itest 1 shon for TEST. WMP

File description of node TEST:

Created: 03—Feb—1993 13:31 Revision(0): 03—Feb—1993 13:31
File contains 10 datasets in 1 groups and has version 1

Ø FILE...ACTION (tAyouT,sHow,EDIT,CONT,quIT) = CONT: layout

File layout:

0 contains 1 fields, 1 channels, 4 poLs and 7 types for 3C147

This particular WMP-file actually contaïns the following (rather strange) collection of Maps:

g . t. c .p . t. n (#abs) group.fleld. chan.poliype,nseq
0.0.0.0.2.0(1*0) type CDVE uv-coverage for XY-map
0.0.0.0.6.0(1*1) type PRAS map ofXYphases
0.0.0.0.0.0(1*2) type MAP XY-map
0.0.0.0.1.0(1*3) type AF antenna pattern for XY-map
0.0.0.1.6.0(1*4) type PHAS map ofQphases
o.0.o.t.o.o(#8) type MAP Q-map
0.0.0.2.6.0(1*6) type PUAS map of Vphases
0.0.0.2.0.0(1*7) type MAP V-map
o.o.o.3.6.0(#8) type PEAS map ofiVphases
0.0.0.3.0.0(1*9) type MAP iV-map

The 10 ‘datasets’ (Maps) in this WMP-file belong to 1 ‘group’ (ist index, =0). The number
in parenthesis (1*8) indicates the absolute Map nr within the file.

Note that the nr of polarisations is not really 4, and that the nr of types is not really 7.
Jndicated are the highest index values present, plus one.

The WMP file header only contains book-keeping information that allows the program to
find its way around:

Ø FILEACTION (LAVOUT,SHOW,EDIT,CONT,QU!T) = CONT: show

File description of node TEST:

10 .WMP LEN 812 VER 1
COAT 03—Feb—1993 CTIM 13:31 IWAT 03—Feb—1993
RTIM 13:31 RCNT 0 NAME TEST
DATTP 7
LINK 00000340 001297c0

NLINK 10
LINKG 00000200 00000200
NLINKG 1 IDMDL 0 101 0
102 0 USSR 0
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The Map header

Each Map in a WMP file contains a header with information, which can be inspected with
the program NMAP, option SHOW:

® FILE..ACTION (LAYOUT,SIlOWEDItCDNT,QUIT) = CONT: 1
® MAPS (m.p.lo do) = “ 10.00.36.01

0.0.0.3.6.0(#8) type PEAS in node

Field: 30147 User comment: 30147

fl1: 84.68127 deg Dec: 49.82856 deg Epoch: 1950.0 Frequency: 1397 MRz

RA (1950) 85.36266 deg Obs.day 362

Dec(1950) 49.84731 deg Obs.yeax 84

Frequency 1396.92749 MRz Epoch 1964.99

Bandwidth 15.01141 MHz Map epoch 1950.00

Type: PHAS(VI) Size: 112*72 FFT size: 256*256

Ficidsize: 0.296840.2968 deg Grid step: 4.22*4.22 aresec

Fieldshift: 0.00*0.00 arcsec
Maximum: 0.50 W.U. at 37,18 Minimum: —0.50 W.U.at —28,—19

Input baselines: 200 Input sets: 5 Input points: 140629

Normalisation: 88028.6 Noise: 0.000 W.U.

Gaussiaji taper; Expsinc convolution( corrected); Not clipped; No subtractions; 0

Ø MAP..ACTION (NEXT.SHOW.EDIT.CONT.QUIT) = CONT: show

Map header description 0.0.0.3.6.0:

LINK 001297c0 000e12a0

LEK 512 VER 1 SETK 5

FNM 30147 EPO 1950.0 El 84.6812750

DEC 49.8285640 FRQ 1396.927494 80W 15.011412

fl0 85.3626582 DECO 49.8473088 FRQO 1396.927494

ODY 362 0fl 64 DO S

P00 0 SEA 0.0011719 5DEC 0.0011719

SFRQ 0.000000 NEA 112 NDEC 72

NFRQ 1 ZRA 56 ZUEC 0

ZFRQ 0 MXR 37 MID 18

MXE 0 MNR —28 lUiD —19

MME 0 MAX 0.500 MIN —0.500

511E 0.0000000 SED 0.0000000 SUF 0.000000

SUM 8028.8133006 UNI 0.0 UCM 30147

NPT 140629 TYP PRAS POL VI

CD 1 4 1 0 0

1 0 0

EPT 1 OEP 1984.99 NOS 0.000

ERA 0.2988 FDEC 0.2988 FFRQ 0.000

TEL WSRT F511 256 F50 256

KOP 1185600 NEE. 200 NST S

VEL 0 VELC 0 VELE 0.0000

INST 0 FEQO 0.000000 FRQV 1396.927494

FRQC 1401.390625



1 THE WMP-FILE (IMAGE-DATA) 5

1.3.1 Explanation of items in the Map header

- LINK: Link (pointer) to other Maps
- LEN: Length of header block (bytes?)
- VER: Version nr of the header
- SETN: Abs Map (Set) nr. i.e. the one needed for direct reference (e.g. #setn)
- FNM: Field (pointing centre) name
- EPO: Epoch (eg. 1950.0)

RA: RA of field centre (degr)
- DEC: DEC of fleld centre (degr)
- FRQ: Central frequency (MHz)
- BDW: Bandwidth (MHz)
- RAO, DECO, FRQO: Observed RA (degr), DEC (degr), freq (MHz)

ODY, OYR: Observed day (since January Oth) and year (since 1900)
- DCD: Data code (2=1, 4=3, 5=E, 8=D)

PCD: Program code (0=NMAP)
- SRA, 5DEC, SFRQ: Separation in RA (degr), DEC (degr) and freq (MHz)

NRA, NDEC, NFRQ: Nr of points in RA, DEC and frequ
- ZRA, ZDEC, ZFRQ: Centre RA (ist point=0), DEC (ist line=0), frequ (ist map=0)
- MXR, MXD, MXF: Position max in RA, DEC, frequ
- MNR, MND, MNF: Position min in RA, DEC, frequ

MAX, MIN: Max, min map value
- SUR, SUD, 511F: Shift in RA, DEC (add, degr?) or frequ (add, MHz)
- SUM: Normalising sum

UNI: Multipher to get Jy
- UCM: User comment

NPT: Nr of input nv-data points
- TYP: Map type (MAP, AP, COV, PUAS etc)
- POL: Polarisation type (I,Q,U,V or XX,XY,YX,YY)
- CD: Codes (array of 8 integer switches, 0-7): taper type (0), convolution type (1), correct
for convolution (2), clippïng done (3), source subtraction (4), data type (5), uv coordinate
type (6), de-beam count (7)
- EPT: Map epoch used (0=apparent, 1=as specified in EPO above)
- OEP: Observation epoch (e.g. 1985.78)

NOS: Map rms noise (W.U.)
- FRA, FDEC, FFRQ: Field size in RA (degr), DEC (degr), frequ (MHz)
- TEL: Telescope name (e.g. WSRT)
- FSR, FSD: FFT size Bak, DEC
- MDP: Map data pointer
- NBL: Nr of baselines that have contributed to the Map
- NST: Nr of uv-data sets that have contributed to the Map
- VEL: Velocity (m/s)
- VELC: Velocity code (0=continuum, 1=heliocentric radio, 2=LSR radio, 3=heliocentric
optical, 4=LSR optical)
- VELR: Velocity at reference frequ (FRQC)

INST: Instrument code (0=WSRT, 1=ATCA)
- FRQO, FRQV, FRQC: Rest, Real and Centre frequency for line (MHz)
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1.4 The Map data

The actual data in a Map can be displayed on the X-screen as a color map by using the
program NOIDS, or as a contour or gray-scale plot with the program NPLOT. However, ils
is also possible to inspect small areas of a WMP Map or its statistics, with the program
NMAP, option SHOW:

Ø MAP..ACTION (NEXT.SHOW.EDITCQNT,QUIT) = CONT: <Cli>

Ø DATA..ACTION (S.N,O.Q) = Q: show

Ø AREA (Are. I,m,dI,dm) = ““:

Specify au area of a map:
1 1 of centra of area (0 is centra, <0 in direction of RA)
m m of centra of area (0 is centra, >0 in dircetion of DEC)
dl width of area in grid points
dm height of an area in grid points

® AREA (Air. I,m.dI,dm) = ““: j 16,15,8, tol
Area(s) salected:
Total : 1= —16, m —15, d1 8, dm= 10

1 m

—20 —20 —0.3 —0.5 —0.5 —0.4 —0.4 0.5 0.5 —0.5
—20 —19 —0.5 —0.4 —0.5 —0.5 —0.3 —0.4 0.5 0.5
—20 —18 0.5 —0.2 —0.5 0.5 —0.4 —0.3 —0.5 0.5
—20 —17 0.5 0.5 —0.2 —0.5 —0.5 —0.4 —0.4 0.5
—20 —16 0.5 0.5 0.4 —0.4 —0.5 —0.5 —0.3 —0.4
—20 —15 —0.5 0.5 0.5 —0.1 —0.5 0.5 —0.5 —0.3
—20 —14 0.5 0.5 0.5 0.5 —0.1 —0.5 0.5 —0.5
—20 —13 0.5 —0.5 0.5 0.5 0.5 —0.1 —0.5 0.5
—20 —12 0.4 0.5 —0.5 0.5 0.5 0.5 —0.1 —0.5
—20 —11 0.4 0.5 0.5 —0.5 0.5 0.4 0.4 —0.1

Ø DATA.ACTION (S,N,o.Q) = Q: noise

Ø AREA (Are. I.m,a,am) = 0,0,112,72: I<CR>l Full map

Ø AREA (Are. I.m,dI.drt) = [i> 1 Multiple areas may 6e specified

Area(s) selected:
Total : 1= 0, m 0, d1 112, dm= 72

Noise= 0.0504 W.U.

Ø OATA.ACTJON (S,N.o,Q) Q: offset

Ø AREA (Ar.. .m.dI.dm) = 0,0,112,72: j <Cli> Full map

Ø AREA (Are. I.m,dI,dm) = ““: <ca> Multiple areas may 6e specifled

Area(s) salected:
Total : 1= 0, m 0, d1 112, dm= 72

Hoise 0.0475 W.U., Oflset 0.0604 (0.0026) V.U.

Note that the ‘noise’ option gives the rms of the pixel values in the selected area(s), while
the ‘offset’ option gives the rms with respect to their average value (offset). A histogram of
pixel values is printed in the log-file (NMAP.LOG).
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1 COMMON parameters (keywords)

The following description of the program parameters is also available as on-line HELP.

1.1 NGEN (general) NEWSTAR keywords

The following keywords are called by many NEWSTAR programs, although they will usually
be bidden. Their default values may be inspected and/or modified by typing dws NGEN or
dws NGEN.

LOG (SPOOL,YES,NO,CATEN) (lag-file action)
For each run of a NEWSTAR program, logging information may be put into a
LOO-file, for subsequent inspection (and clogging up your room). The LOO-file
bas the same name as the program, and the extension .LOO (e.g. NCAUB.LOO).

The LOO-file contains the values for all the parameter (keywords) that were
used for this particualr program run, including the ‘hidden’ ones. It will also
contain information about the program run itself, and any results.

Specify what to do with the logging output:
- NO: Make no LOO-file (not recommended)
- YES: Make a LOO-file (preferred option, minimises line-printer output)
- SPOOL: Spool the LOO-file to the printer at the end of the program run
- CATEN: Add the new info to the existing LOO-file for this program

Whenever a new LOO-file is made, any existing LOO-file of the same name is
renamed to a unique name, which starts with the same first three letters:

CALIB.LOO will become NCA34862063.LOO.
In this way, LOO-files of earlier program runs can still be inspected.

This keyword is part of NOEN, i.e. it is a NEWSTAR ‘environment keyword’, which
is available to all NEWSTAR programs. The switch /NOASK indicates that it is
‘hidden’, ie. the user is not prompted for it but the default value is used.
Its value may be modified (for a given $stream) in several ways:

- Permanently: change the default value: dws[pecifyj NOEN[$streamj
- Interactively: remove the /NOASK switch from the default value
- Incidentally: run a NEWSTAR program with the switch /ASK

Defauli value(s): YES /NOASK

• RUN (run mode)
Specify the run mode of the NEWSTAR program:

- YES: The NEWSTAR program will run normally
- NO: The NEWSTAR program will prompt the user for all parameters (keywords)

but will then terminate. This mode should be used in conjunction with the
‘/save’ ootion, in which all the specified keyword values will be saved in
a .SAV file for later use (eg. batch processing).

The have option is invoked hy starting the program in the following way:
ttwe program[S’stream]/save (eg. dwe ncalïbS3/save).

The saved keyword values are used by running the program again:
dwe ‘prograrn’[S’strearn’]/noask (eg. dwe ncalibS3/noask)

NB: Au alternative approach is to use the ‘/norun’ option:
d we p rograii [S rean i’j /lIur tin (eg. d we iical i b53/ itoru n )
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This keyword is part of NGEN, ie. it is a NEWSTAR ‘environment keyworW, which
is available to all NEWSTAR programs. The switch /NOASK indicates that It is
bidden’, ie. the user is not prompted for it. but the defattit value is used.

Its value may be modified (for a given $stream) in several ways:
- Permanently: change the default value: dws[pecify} NGENSstream]
- Interactively: remove the /NOASK switch from the default value
- Incidentally: run a NEWSTAR program witli the switch /ASK

Default value(s); YES /NOASK

DATAB (default directory name)
Directory names can be very long. In order to avoid having to type them fully
each time, the user may store It in the keyword DATAB (the name bas historic
roots). From then on, node names (in the same $stream) are automatically
preceded by the contents of DATAB.

NB: In general, however, it is recommended to keep all files of a reduction
project in a single directory. In that case, no explicit directory name will
be needed in any case.

Example: if node name is preceded by a directory name:
nb/wsrt./data/myproject/ mynode

the value of INFIX (for the current Sstream) will be:
nb/wsrt/data/myprojec t/

Subsequently, typing ‘othernode’ will produce the node name:
nb/wsrt/data/myproject/othernode

NB: 1F THE NEWSTAR PROGRAM CANNOT FIND A FILE (NODE), WHILE IT
IS CLEARLY
PRESENT IN THE CURRENT DIRECTORY, CHECK THE VALUE OF DATAB
(AND INFIX)!!

This keyword is part of NGEN, i.e. it is a NEWSTAR ‘environment keyword’, which
is available to all NEWSTAR programs. The switch /NOASK indicates that it is
‘hidden’, i.e. the user is not prompted for it, but the default value is used.
Its value may be modified (for a given Sstream) in several ways:

- Permanently: charge the default value: dws[pecify] NGEN[$stream]
- Permanently: include a directory specification in the node name
- Interactively: remove the /NOASK switch from the default value
- Incidentally: run a NEWSTAR program with the switch /ASK

Default value(s): ““ /NOASK

• INFUC (node name shorthand)
NEWSTAR ‘node’ names can be very long. In order to avoid having to type them
fully each time, the user may store (part of) the node name in the keyword
INFIX. From then on, the user may specify node names in a short-hand notation
which contains a hash (#) character. The latter is automatically replaced by
the contents of INFIX, to produce the full node name.

Ezample: if part of the full node name is enciosed in brackets:
ynode.21(cm.yesterday.s.x.c.d.file.d)d

the value of INFIX (for the current Sstream) will he:
;m.yc-sterday.s.x.c.d.flle.d

Subsequently. typing ‘92#e’ will produce the node name:
node . 92c m yest erd ay.s .x.c.d .fi le. de

NH Ir THE NEWSTAR PROGRAM CANNOT FIND A FILE (NODE). \VHTLE IT
IS CLEARLY
PRESENT IN THE CURRENT DIRECTORY, CHECK THE VALUE OF INFIX
(AND DATAB)!!

This keyword is part of NOEN, ie. It is a NEWSTAR ‘environment keyword’, wltich
is available to all NEWSTAR programs. The switch /NOASK indicates that it is
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‘hidden 1 ie. the user is not prompted for it hut the default value is used,

lts value may be modified (for a given $stream) in several ways:
- Permanently: change the default value: dws[pecify] NCEN[Sstreamj
- Permaneutly: by enciosing part of the node name in brackets (...)
- Interactively: remove the /NOASK switch from the default value
- Incidentally: run a NEWSTAR program with the switch /ASl(

Defa uit value(s): ““ /VOASK

APPLY
The uv-data in a SCN-file are NEVER physically modifled. Correction factors are

stored in the Sector headers and Scan headers of the SCN-file, and may be

inspected with NSCAN option SHOW. These corrections may be applied ‘on-the-fly’

to the uv-data whenever they are read into memory to be processed. The keyword

APPLY allows the user to specify which corrections are to be applied (or not)

in this way:
- ALL or t: apply all available corrections
- NONE or “: apply no corrections
- [NO]RED: redundancy corrections (telescope gain,phase)
- [NO]ALG: align corrections (telescope gain,phase)
- [NOJOTH: other telescope gain/phase corrections (Le. from calibrator)

- [NO] EXT: extinction correction (elevation-dependent gain)
- [NO]REF: refraction correction (elevation-dependent phase)
- [NO]IREF: ionospheric refracion
- [NO]CLK: clock correction
- [NOJPOL: polarisation corrections (dipole angle, eilipticity)
- [NOIFAR: Faraday rotation
- [NO]JFR: additve interferometer errors (eg. DC offset)
- [NOIMIFR: multiplicative interferometer

Multiple corrections may be specified, separated by comma’s:
Ezample: NONE,RED,POL,EXT
Ezample: ALLNOREDNOPOL,NOEXT

NU: 1f a certain correction is to be dis-abled permaneutly, it is better to
set it to zero in the SCN-file header(s), using NCALIB option SET ZERO.

This keyword is part of NGEN, ie. it is a NEWSTAR ‘environment keyword’, which
is available to all NEWSTAR programs. The switch /NOASK indicates that it is
‘hidden’, ie. the user is not prompted for it but the default vaLue is used.
Its value may be modified (for a given Sstream) in several ways:

- Permanently: change the default value: dws[pecify] NGEN[$streamj
- Interactively: remove the /NOASK switch from the default value
- Incidentally: run a NEWSTAR program with the switch /ASK

Defauli value(s): * /NOASK

• DE.APPLY
The nv-data in a SCN-flle are NEVER physically modified. However, they may have
been modified before they were stored in their present SCN-file, and some of
the modification factors that were applied in that stage are stored in the Scan
headers of the SCN-file. These A-corrections’ have names that start with an
‘A’ (AOTIIC, AEXT, erc), and may he inspected wirh NSCAN option SHOW. Tliey
may b
de-applied ‘on-the-fly’ to the uv-data wheiiever they are read into memory to ho
processed. The keyword DE_APPLY allows the user to specify whicli corrections
are to be de-applied (or not) in this way:

- ALL or t: de-apply all available ‘A-corrections’
- NONE or ““: de-apply no ‘A-corrections’
— [NOJOTJI: ei her telescope gain/phase corrections (ie, from calibrator)

— [NO] [Xi: extincflou correct ion ic-levation-dependen t gant)
— [NO] REE: refracrion corrc-ction lek-vat ron-dependent phasc)
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- [NO]IREF: ionospheric refracion
- fNO]CLK: clock correction
- (NOjFAR: Faraday rotation
• [NOjMOD: source model stored in SCN-file
- [NOjSIIFT: shift data stored in scan file
- [NO]IFR: additve interferometer corrs (eg. DC offset)
- [NO]NIIFR: multiplicative interferometer corrs

Multiple ‘A-corrections’ may be specified separated by comma’s:
Ezample: NONE,OTH,EXT
Erample: ALL,NOOTH,NOEXT

This keyword is part of NGEN, ie. it is a NEWSTAR ‘environment keyword’, which
is available to all NEWSTAR programs. The switch /NOASK indicates that it is
‘hidden’, Le. the user is not prompted for it, but the default value is used.
Its value may be modified (for a given $stream) in several ways:

- Permanently: change the default value: dws[pecifyj NCEN[$stream}
- Interactively: remove the /NOASK switch from the default value
- Incidentally: run a NEWSTAR program with the switch /ASK

Defa uit value(s): NONE /NOASK

• UFLAG (NONEIALL,MAN,OLD,CLIP,NOIS,ADD,SHAD,U1,U2U3) (specify un-fiag de
tails)
The uv-data in a SCN-file can be flagged in a variety of ways, mostly through
the DELETE(=FLAG) option in NSCAN, or by manual flagging in NGIDS.
Different types of flagging will he given different fiags. Flagged data can
be used in any program by “unfiagging” the corresponding type.
The keyword UFLAC allows the user to specify which fiags are to be discarded
by specifying one or more of the following keys:

- NONE or ““: do not use flagged data
- ALL or *: use fiagged data as if not flagged
- OLD: use flagged data of the “OLD” class (ie. flagged before

930609, and converted with NVS option)
- MAN: use flagged data of MANUAL class
- CLIP: use flagged data of CLIP class
- NOIS: use ifagged data of NOISE class
- SUAD: use fiagged data of SHADOW class
- ADD: use flagged data of ADDITWE class
- Ul: use fiagged data of USER1 class
- U2: use flagged data of USER2 class
- U3: use flagged data of USER3 class

Multiple flags may be specified, separated by comma’s:
Esampie: NONE,U1,NOIS

NB: 1f a certain flag is to be dis-abled permanently, it is better to delete
it in the SCN-file header(s), using NSCAN option DELETELFLAG) UNDELETE

This keyword is part of NGEN, ie. it is a NEWSTAR ‘environment keyword’, whid3
is available to all NEWSTAR programs. The switch /NOASK indicates that it is
‘bidden’. i.e. the user is not prornpted for it. but the default value is used.
Its value may be modified (for a given Sstream) in several ways:

— Permanenlv: change the default value: dws[pecify] NCEN[Sstreainj
- Interactively: remove the /NOASK switch from the default value
- Incidentally: run a NEWSTAR program with the switch /ASK

Default value(s): NONE /NOASK

• DELETE..NODE (yes/no)
SjjecJv the deletion of a node (\FS er not (NO)
DcfauU reine(s): NO 1’:ISK
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• DISPLAY (Output Display)
Specify the X-Display on which to produce output. Eg. if you are working
from a workstation or Xterminal called e.g. rzmwxö on another machine (maybe
a fast processor, say rzmvfp); you can get the NOIDS display on your
local machine by giving as answer: rzrnwx5:0.0
1f you specify a wildcard (*) or an empty answer, the display will be
taken from the environment variable DISPLAY; if this environment variable
does not exist, the default :0.0 will be assumed.
1f your display machine is your working machine, give :0.0 (the default).
Note: Before being able to use your local display you should enable it by
typing while logged in on your local machine (rzmwx5) either:

host +
or:

host +rzmfvp
Defauli value(s): * /NOASK

1.2 Keywords for data-file (node) selection

• SCN...NODE (input/output ‘node’ name)
Specify the node name.

• WMP...NODE (input/output ‘node’ name)

Specify the node name.

• MDL..NODE (input/output ‘node’ name)
Specify the node name.

• NGF...NODE (input/output ‘node’ name)
Specify the node name.

• FLF_NODE (input/output ‘node’ name)

Specify the node name.

• INPUT..SCN.NODE (input ‘node’ name)
Specify the node name.

• INPUT_WMP...NODE (input ‘node’ name)
Specify the node name.

• INPUTJIDL..NODE (input ‘node’ name)
Specify the node name.

• INPUTNGF..NODE (input ‘node’ name)
Specify the node name.

• INPUTJ’LF_NODE (input ‘node’ name)
Specify the node name.

• OUTPUTSCN..NODE (output ‘node’ name)
Specify the node name.

• OUTPUT_WMP..NODE (output ‘node’ name)
Specify the node name.

• OUTPUTJIDL..NODE (output ‘node’ name)
Spccifv t iie node name.

• OUTPUTJÇGF..NODE (output ‘node’ name)
Specify the node name.

• OUTPUTSLFJWODE loutput nnde name)

Sp’:eifv Iie ii’:ul’ riante.
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1.3 Keywords for medium (unit) selection

UNIT (O,1,2,3,4,56,7,8,9,D) (‘tape’ unit)
Specify the input unit (in Dwingeloo):

- 0,..9 Tape/optical disk/DAT unit
- D Disk

By convention (bul changeable by setting logical/environment MAGu):
- 0,1,.. 0.5 inch tape
- 4,5,.. optical disk formatted as tape
- 9,8,.. cassette tape (DAT)

On Unix (7):
- 0,[3} 1600 bpi
- 1,[4] 6250 bpi
- 2,[5] 800 bpi

• INPUT_UNIT (O,1,2,3,4,5,6,7,8,9,D) (input ‘tape’ unit)
Specify the input unit (in Dwingeloo):

- 0,..9 Tape/optical disk/DAT unit
- D Disk

By convention (but changeable by setting logical/environment MAGn):
- 0,1,.. 0.5 inch tape
- 4,5,.. optical disk formatted as tape
- 9,8,,. cassette tape (DAT)

On Unix (7’):
- 0(3] 1600 bpi
- 1(4] 6250 bpi
- 2,[5] 800 bpi

• OUTPUT_UNJT (0,J,2,3,4,5,6,7,8,9,D) (output ‘tape’ unit)
Specify the output unit:

- 0.9 Tape/optical disk/DAT unit
- D Disk

By convention (but changeable by setting logical/environment MAGn):
- 0,1,.. 0.5 inch tape
- 4,5,.. optical disk formatted as tape
- 9,8,.. cassette tape (DAT)

On Unix (?):
- 0(3] 1600 bpi
- 1,[4] 6250 bpi
- 2(5] 800 bpi

1.4 Keywords for uv-data selection

The following keywords are available in many NEWSTAR programs, to select uv-data inside
a Sector.

• POLAHISATION (XYX,XY,Y,X,YX) (polarisation(s))
Select the polarisation(s) to be read:

- XVX all four combinations (XX,YX,VX,fl’)
XV XX and fl

- X XX only
- V VY only
- YX XV and YX

• HAJIANGE (DEG) (HA range)
Specify the IIA range in which the action(s) sliould occur
minimum : -180.0000, -180.0000
maximum 150.000C. 180.0000
non-descending order
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SELECT_IERS (Select/de-select ifrs)
Interferometers are specified by combinations of two telescopes,
using the following codes:

- 0,1,2,3,4,5,6,7,8,9,A,B,C,D are the WSRT telescope names
- * means: all 14 telescopes (0-D)
- F means: all 10 fixed telescopes (0-9)
- M means: all 4 movable telescopes (A-D)
- Y means: telescopes A and B
- Z means: telescopes C and D
- P means: show the interferometer selection table.
- T means: AT telescopes (8-D), U the complement (0-7).

Interferometer groups are SELECTed by preceding them with an optional (+),
and DE-SELECTed by preceding them with a minus sign (-).
The standard operation is art the cross-correlations. A telescope name
followed with a # indicates the auto-correlations.
Examples: -.A,3,+35,-89,*,-F#,-FF

• SELECT_TEL (Select/de-select tels)
Telescopes are specifled using the following codes:

- 0,1,2,3,4,5,6,7,S,9,A,B,C,D are the WSRT telescope names
- * means: all 14 telescopes (0-D)
- F means: all 10 fixed telescopes (0-9)
- M means: all 4 movable telescopes (A-D)
- Y means: telescopes A and 8
- Z means: telescopes C and D
- P means: show the interferometer selection table.
- T means: AT telescopes (S-D), U the complement (0-7).

Interferometer groups are SELECTed by preceding them with an optional (-t),
and DE—SELECTed by preceding them with a minus sign (-).
The standard operation is on the cross-correlations. A telescope name
followed with a indicates the auto-correlations.
Examples: -*A,3,+35,S9,*F#FF

1.5 Keywords for Set selection

• SCN.SETS (Set(s) to do: g.o.f.c.s
A NEWSTAR SCN-flle contains uv-data of one or more objects. A GROUP typically
contains all uv-data of a certain object (or calibrator), and will consist of
one or more OflServations. Mosaicking observations contain multiple FIELDS.
Line observations will have several frequency CHANNELS (0=continuum).

A SECTOR is a time-contiguous collection of ‘HA-scans’. Other keywords allow

the user to select HA-range, polarisation and interferometers within a SECTOR.

Thus, the basic unit of a SCN-file is the Sector. The user may select a
‘Set’ of Sectors by means of 5 integer index-ranges, separated by dots (.)

,o.fc.s means: group.obs.field.channel.sector

Index values start at zero (0). A WILDCARD value (*) means ‘all’.
Each index may also be specified as a RANGE: first-ast][:incrj
Unspecifled indices are assumed to be ‘*‘, Le 1.0 means:
Wildcards al the end may be omitted, i.e. 1.0 means: 1.0.*.*.* (or 10...)

Mulliple Sets may ho specified, separated by comma’s: <SoLI >,<Sct2>,...
Absolute Set nrs (#n) may ho specified tno (1f you know what is what..)

The associatc-d LOOPS keyword allows even more loopiiig over mdcx values

NB: Type ‘n or ‘>‘ to he prornpted for each of the 5 indices separatelv.
and for more specific explanat inn per index.
nu will ger used to t his powerfj 1 short Ii and not at int’ soon
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SCN_GROUPS (Ist index: group(s))
Cive the group index-range (g) of a uv-data Set spec (g.o.f.c.s)
(groupobs.field.channel.sector)
Example(s) of multiple ‘groups’ in a SCN-file:

n observation and its calibrator(s)
Possible answers (=optional):
o means: take first (or only) group
ni means: take group nr ni (nl=O,l,2,3
nl-n2[:n3] means: loop over groups al through n2 [step n3]
* means: loop over all available groups (wildcard)
nl-[.] means: loop over all available groups, starting with ni
NH: The associated LOOPS keyword allows even more looping over index values.

• SCN_OBSS (2nd index: observation(s))
Cive the ‘obs’ index-range (o) of a uv-data Set spec (g.o.f.c.s)
(group.obs.field.channel sector)
Example(s) of multiple ‘observations’ in the same ‘group’:

the parts of an interrupted 12h observation
everal 12h obs of the same object, with different array configs

Possible answers (Q=optional):
o means: take first (or only) obs
ni means: take obs nr al (n10,l,2,3
nl-n2(:n3] means: loop over obss al through n2 [step n31

means: loop over all available obss (wildcard)
nl-[*] means: loop over all available obss, starting with nl
NH: The associated LOOPS keyword allows even more looping over index values.

• SCNSIELDS (3rd index: field(s))
Give the ‘field’ index-range (f) of a nv-data Set spec (g.o.f.c.s)
(group.obs.field.channel.sector)
Example(s) of multiple ‘fields’:

Jifferent pointing centres (fields) in a mosaicïng obs.
Possible answers (fl=optional):
o means: take first (or only) field
al means: take field in nl (nl=0,l,2,3
nl-n2[:n3] means: loop over fields ni through n2 [step n3]
* means: loop over all available fields (wildcard)
nl-[*) means: loop over all available fields, starting with al
NH: The associated LOOPS keyword allows even more looping over index values.

• SCN_CHANNELS (4th index: channel(s))
Cive the ‘channel’ index-range (c) of a uv-data Set spec (g.o.f.c.s)
(group.obs.field .channel.sector)
Example(s) of multiple ‘channels’:

L7Lultiple DLB/DXB frequency channels or DCH bands
Possible answers (fl=optional):
o means: take continuum (or only) channel
nl means: take channel nr nl (nl=0,1,2,3
nl-n2[:n3] means: loop over channels nl through n2 [step n31
* means: loop over all available channels (wildcard)
nI—[*] rneans: loop over all available channels, starting with ni
NH: The associated LOOPS keyword allows even more looping over index values.

• SCN..SECTORS (Sth index: sector(s))

Cive the secur’ index-range (s) of a uv-data Set spec (g.o.f.c.s)
(group .obs fi old channel ,sec Lor)
Definition:.k sector’ is a TIME-CONTICUOUS set of HA-scans, with the

ame frequency channel (c) and the same pointing centre (f).
Example(s) of rnultiple ‘sectors’ (with the same g.o.f.c):

ultiple returns to the same pointing centre in mosaicking
Possible aiiswcrs ( fl=optioual)
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0 nicans: take first (or only) sector
n 1 means: take sector in nI (n 1=0,1,2,3.)
nl-n2[:n3] rneans: loop over sectors ni through n2 [step u3]
* means: loop over all available sectors (wildcard)
n l-[*] means: loop over all avallable sectors, starting with nl
NU: The associated LOOPS keyword allows even more looping over index values.

WMP_SETS (Set(s) to do: g.f.c.p.t.m)
All maps in a WMP-flle usually belong to a single GROUP (0), unless the user
has put a selection of them into a new GROUP (use NMAP option RECROUP).
Mosaicking FIELD and frequency CHANNEL numbering may differ from the input
SCN-file (uv-data), but the input UVDAT Sets can be found in the map header.
The POLARisation codes are fixed: 0[/XX, 1Q/XY, 2U/YX, 3=V/YY. The
TYPE
codes are also fixed: 0=map, 1=ap, 2=cov, 3=real, 4=imag, 5=ampl, 6=phas
For each (g.f.c.p.t) there may be more than one MAP, eg. after doing Clean.

Thus, the basic unit in a WMP-flle is the Map (2D image). The user may select
a ‘Set’ of Maps by means of 6 integer index-ranges, separated by dots (j:

.f.c.p.t.m means: group.field.channel.polar.type.map

Index values start at zero (0). A wildcard value (*) means ‘all’.
Each index may also be specified as a range: first-[last][:incr]
Unspecifled indices are assumed to be ‘*‘: ...1.0 means:
Wildcards at the end may be omitted: 1.0 means: 1.0.....* (or 1.0...)

Multiple Sets of Maps may be specifled: <Setl> , <Set2>
Absolute Map nrs (#n) may be specified too (if you know what is what..)
NH: The associated LOOPS keyword allows even more looping over index values.

NH: Type ‘©‘ or ‘>‘ to be prompted for each of the 6 Map index ranges
separately, and for more specific explanation (HELP) per index.
You will get used to this powerful shorthand notation soon...

WMP_GROUPS (ist index: group(s))
Cive the ‘group’ index-range (g) of a Map Set specification (g.f.c.p.t.m)
(group .fleld.channel .polar.type map)
Example(s) of multiple ‘groups’ in a WMP-file:
A selection of maps may be put into a separate group (NMAP REGROUP).
Possible answers (fl=optional):
0 means: take first (or only) group
ni means: take group nr ni (nl=0,1,2,3
nl-n2[:n3] means: loop over groups ni through n2 [step n3]
* means: loop over all available groups (wildcard)
nI-[*] means: loop over all available groups, starting with ni
NH: The associated LOOPS keyword allows even more looping over index values.

• WMPSIELDS (2nd index: field(s))
Cive the ‘field’ index-range (f) of a Map Set specification (g.f.c.p.t.m)
(group.fleld.channel.polar.type.map)
Example(s) of multiple ‘fields’:

ifferent pointing centres (fields) in a mosaicing cbs.
NU: The fields may he numbered differentlv from tltose in the input SUN-file,

nstance IE orily a suh—sei of all U VUAT fields was transformed.
lie input (UVDAT) field nr can be found in the map header.

Possible answers (fl=optional):
o means: take first (or onlv) field
til rneans: take field rit nI (nl=0,12,3
nl—n2{:n3] meatis: 1oop over fields til tliroiigh n2 [step n3)
• means: loop over all available fields (wildeard)
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n l-[.] rneans: loop over all available fields, starting wïth ni
NS: The associated LOOPS keyword allows even more looping over index values.

• WMP_CHANNELS (Jrd index: frequ channel(s))
Cive the ‘channel’ index-range (c) of a Map Set specification (g.f.c.p,t.m)
(group LeId channel. pol ar . type. map)
NS: The frequency channel numbering may differ from the input SCN-file,

ecause a map may be the result of a combination of frequ channels.
he input (UVDAT) channel nrs can be found in the map header.

Possible answers (fl=optional):
o means: take continuum (or only) channel
ni means: take channel nr ni (nl=O,1,2,3
nl-n2[:n3] means: loop over channels ni through n2 [step n3]
* means: loop over all available channels (wildcard)
nl-[*J means: loop over all available channels, starting with ni
NB: The associated LOOPS keyword allows even more looping over index values.

• WMP...POLARS (4th index: polarisation(s))
Cive the ‘polar’ index-range (p) of a Map Set specification (g.f.c,p.t.m)
(group.field channel .polar,type.map)
The polarisations have fixed codes:

1 or XX, 1: Q or XY, 2: U or YX, 3: V or YY
Possible answers (fl=optional):
ni means: take polar nr ni (nl=O,1,2,3)
nl-n2[:n3] means: loop over polars ni through n2 [step n3}
* means: loop over all available polars (wildcard)
nl-[*] means: loop over all available polars, starting with ni
NB: The associated LOOPS keyword allows even more looping over index values.

• WMP_TYPES (5th index: type(s))
Cive the ‘type’ index-range (t) of a Map Set specification (g.f.c.p.t.m)
(group.field.channel.polar.type.map)
The map types have fixed codes:

mage data : O=map, 1=antenna pattern,
ridded uv-data: 2=uvcoverage, 3=real, 4=imag, 5=ampl, 6=phase

Possible answers (fl=optional):
ni means: take type nr ni (nl=O,1,2,3,4,5,6)
nl-n2[:n3J means: loop over types ni through n2 [step n3]
* means: loop over all available types (wildcard)
nl-[*] means: loop over all available types, starting with ni
NS: The associated LOOPS keyword allows even more looping over index values.

• WMP.JVIAPS (6th index: map(s))
Cive the ‘map’ index-range (m) of a Map Set specification (g.f.c.p.t.m)
(group LeId channel .polar. type .map)
Examples of multiple ‘maps’ (with the same indices g.f.c.p.t):
new map(s) after a FIDDLE operation (map arithmetic)
new map(s) after CLEAN and/or RESTORE operations
Possible answers (Q=optional):
o means: take first (or only) map
ni means: take map nr ul (nl=O,1,2,3
nl-n2[:n3J means: loop over maps ni through n2 [step n3]
* means: ioop over all available maps (wildcard)
n i—[*] means: loop over all available maps, starting witli ni
NS: The associated LOOPS keyword allows even more looping over index values.

• MDLSETS (Set(s) to do)
Specify the Set(s) of source component Models (MDL-flle) to do:

- k eg. #32 do the specified sub-model
- .j... eg. 0,1.2 do the specified model



t COMMON PARAMETERS (KEYWORDS) 12

All of the kij,.. eau be an *, indicating all aL that level. Non-specified
sub-levels are assurned to be *.

ii.. can also be specified as a loop:
nl-n2 or ni- or nI-* means all models in range nl-n2 inciusive or ni-infinite
nI[-..]:n3 means the specified range (or -* if omitted) with an increment n3
(default increment is 1):
.5-1-7:2 means all of 0.5.1, 0.5.3, 0.5.5, 0.5.7, 0-6.1

• NGF.SETS (Set(s) to do)
A NCF-file consists of a number of dirriensional cuts through the 13V-data or
associated corrections. These cuis are called ‘plots’ in some text connected
with NCCALC, by lack of a better word, and to stress the fact that the normal

output of NCCALC manipulation is a plot of data values. Each contains data
as a function of Hour-angle (or frequency after an odd number of ‘transpose’
operations)
A group typically consists of all the output cuts in a single run of the
program. The mosaicing FIELD and frequency CHANNEL match in general the
FIELD and CHANNEL of the original UV-data input.
The POLARisation codes are fixed: 0=XX/X, i=XY, 2YX, 3=YY/Y. The
Interferometer (IFR) codes specify the input interferometers (0,1v.. in order
of baseline length) or telescopes (0,1 13).
For each (g.f.c.p.i) there may be more than one CUT.

Thus, the basic unit in a NCF-file is the Cut (ID vector). The user may select
a ‘Set’ of Cuts by means of 6 integer index-ranges, separated by dots (.):

.f.c.p.i.c means: group.field.channel.polar.ifr/tel.cut

Index values start at zero (0). A wildcard value (*) means ‘all’.
Each index may also be specified as a range: first-[last][:incr]
Unspecified indices are assumed to be ‘*‘ 1.0 means:
Wildcards at the end may be omitted: 1.0 means: 1.0.*.*.* (or 1.0...)

Multiple Sets of Cuts may be specified: <Setl> , <Set2>
Absolute Cut nrs (#n) may be specified too (if you know what is what...)
NU: The associated LOOPS keyword allows even more looping over index values.

NH: Type ‘@‘ or 5) to be prompted for each of the 6 NGF index ranges
separately, and for more specific explanation (HELP) per index.
You will get used to this powerful shorthand notation soon...

• NGF_GROUPS (ist index: group(s))
Cive the ‘group’ index-range (g) of a Cut Set specification (g.f.c.p.i.c)
(group Held .channel pol ar. ifr/tel .cut)
Example(s) of multiple ‘groups’ in a NCF-file:
Groups will be created at different ‘runs’ of NGCALC
Possible answers (fl=optional):
0 means: take first (or only) group
nl means: take group nr ni (nl=O,l.2,3
ni-n2[:n3J means: loop over groups ni througl: n2 [step n3]

means: loop over all available groups (wildcard)
n i—[*1 nwaris: loop over all available groups, starting with ei
NB: The associated LOOPS keyword allows even more loopiiig over index values.

• NGFSIELDS (2nd index: fleld(s))
Cive the ‘Held’ index-range (f) of a Cut Set specification (g.Lc.p.i.c)
(group.field.channel.polar.ifr/tel.cut)
Example(s) of multiple ‘fields’:

iffer’rnt joit:ting centres (ficIds) It a Nlcaicug cbs.
Possible aliswers ( F1 =opt ioiial
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0 nieans: take first (or only) fleld
itieans: take (leid nr n 1 ( n 1=0,12,3

ii l-n2[:n3] means: loop over fields ni through n2 [step n3j
* means: loop over all available fields (wildcard)
nl_[*1 means: loop over all available fields, starting with ni
NB: The associated LOOPS keyword allows even more looping over index vahues.

NGF_CHANNELS (3rd index: frequ channel(s))
Cive the ‘channel’ index-range (c) of a Cut Set specification (g.f.c.p.i.c)
(group. (leId, channel .polar .ifrf tel ciii)
Possible answers (=optional):
0 means: take continuum (or only) channel
ni means: take channel rit ni (n10,1,2,3
nl-n2[:n3} means: loop over channels ni through n2 [step n3j
* means: loop over all available channels (wildcard)
nl-[*] means: loop over all available channels, starting with ni
NE: The associated LOOPS keyword allows even more looping over index values.

• NGFJ’OLARS (4th index: polarisation(s))
Cive the ‘polar’ index-range (p) of a Cut Set specification (g.f.c.p.i.c)
(group. (leId. channel. polar . ifr/tel .cut)
The polarisations have fixed codes:

X or XX, 1: XY, 2: YX, 3: Y or VY
Possible answers (U=optional):
ni means: take polar nr ni (nl=0,l,2,3)
nl-n2[:n3J means: loop over polars ni through n2 [step n3]
* means: loop over all available polars (wildcard)
nl-[*] means: loop over all available polars, starting with nl
NB: The associated LOOPS keyword allows even more looping over index values.

• NGPJFRS (51h index: ifr(s)/tel(s))
Cive the ‘ifr’ index-range (i) of a Cut Set specification (g.f.c.p.i.c)
(group. (leId channel .polar .ifr/tel . cut)
The ifr have flxed codes:

elescope data: telescope number (0,1 13)
nterferometer data: 0,1,... starting at shortest baseline in obs.

Possible answers (fl=optional):
ni means: take ifr nr ni (nl=0,1,2,3,4,5,6)
nl-n2[:n3] means: loop over ifrs nl through n2 [step n3]
* means: loop over all available ifrs (wildcard)
nl-[*j means: loop over all available ifrs starting with ni
NB: The associated LOOPS keyword allows even more looping over index values.

• NGF..CUTS (6ih index: cut(s))
Cive the ‘cut’ index-range (m) of a Cut Set specification (g.f.c.p.i.c)
(group. (leId .channel .polar.ifr/tel . c)
Possible answers (fl=optional):
o means: take first (or only) cut
ni means: take cut nr ni (nl=0,l,2,3
nl-n2[:n31 means: loop over cuts nI through n2 [step n3]
* meatis: loop over all available cuts (wildoard)

[neans: loop over all available cuts. starting witli ni
NH: The associated LOOPS keyword allows even more ]ooping over index values.

• LOOPS (niter,Setincr ....)
\rith the LOOPS key;vord, the user may specify multiple program nuns, with
different Sets (of Maps, uv-data Sectors, Plots, etc).
This is done by specifying pairs of vahues:
niterl ,Setincrl nïter2,Setincr2 etc, (separated hy a SPACE).
Tito Ist value (niter) indicates the itimber of times t lie 1001) bas to e.xecute,
Th’ 2:i.! value (Setincr) indican’s ltov,’ the Set specification is to ho clianged
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for subsequent loops

Exaruple: the Set specification go.f. 1-2.. selects the combination of
all nv-data of frequency channels 1 and 2. (gof, are constants here).
Ir one wislies to make .32 maps of sucli 2-by-2 combinations of frequency
channels, one may either do it laboriously by hand, or one may deflne
the LOOP 32,...2
This LOOP increments the 4th index (channel) of the original input Set
specification by 2 for each time the program is run again:
g.o.f.1-2 g.o.f.3-4 g.o.f.5-6 g.oJ.29-3’O g.o.f.31-32

niter should be >= 0, and the increment can be any Set definition with only
simple integers or (interpreted as 0).

Nested loops are possible too. For example, to run the program for all 64
mosaicking fields (3rd index), for 10 odd channels (4th index) per field,
starting at channel 7:
Specify the initial Set as SCN..SETS=*.*.0.7.0
and two nested loops as LOOPS=64,..1, 10..2 (separated by SPACE!)

NB: A UVDAT Set spec has the format: group.obs.field.channel.sector
A MAP Set spec bas the format: group.field.channehpolar.type.map
An NOF Set spec bas the format: group.field.channel.polar.ifr/tel.cut
Default value(s): ““ /rlSK
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1 NSCAN parameters (keywords)

The following description of the program parameters is also available as on-line HELP. The

text has been slightly modified (clarified) where necessary.

• OPTION
Specify action to perform:
- LOAD: bad WSRT data into scan file
- DUMP: dump WSRT data to disk file
FROM_OLD convert old SCN data into new format

- TO_OLD: convert new format into old SCN data

- SHOW: show/edit data in file
- DELETE: (un-)delete data in file
- COPY: copy (un)corrected scan data

- REGROUP: make new indices for specified sets

- UVFITS: write UVFITS tape/disk for AIPS

- PFITS: print AIPS like FITS tape info (but also other)

CVX: convert a SCN file from other machine’s format to local machine’s

NVS: convert a SCN file to newest version. Should be run if SCN file

- : made before the dates:
- : 910417 add MJD to set header

- : 900907 add precession rotation angle

- : 900220 add polarisation corrections

920828 recalculate MJD for observations aborted at Wbork

- : any recalculate prec. rot. if equal zero

- : any calculates XY from LINOBS Stokes output

- WERR: correct mosaic WSRT tape errors
QUIT: finish

• WERR_OPTION (WEO,WE1,QUIT) (WERR action)

Specify action to perform:

- WEO: correct four angles for tape error in splitted mosaic tapes before

online version 62
WEl: correct all Hour angles with a constant offset

- QUIT: finish
valid abbreviated options

• INPUTSILE (mnput filenaine)
Specify the input filename (without an extension for the LOAD from disk option, or

the PFITS option: the extension will be made by the program on the base of the label

number). In the case of other options, give the full file name, possibly as obtained

from DATAB ifon the VAX.

• INTEGRATION_TIME (integration time (sec))

Specify the integration time per scan.

• OUTPUTYILE (output filename)
Specify the full output filename (without an extension for the DUMP option: the

extension will be made by the program on the base of the label number). Specify a

full file name for the other options, possibly folbowed by a DATAB creation if on the

VAX.

• INPUTLABELS (input labels)
Specify the tape labels to be road. * specifies all labels on the tape

• OUTPUT.LABEL (output label)
Specify the first output tape label. * or 0 indicates at the end of the tape.
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1 The program NSCAN

1.1 Overview of NCSAN opticus

The program NSCAN allows the user to interact with the uv-data file (SCN-file). The
structure of this file is explained in detail in a separate section of this cookbook. The
program NSCAN offers the following main options:

• LOAD; Load VSRT uv-data (in WSRT circle format) from tape, disk, DAT or optical
disk into a SCN-file. The input may be from multiple tapes and/or labels. The user
may select data, and change the integration time,

• DUMP: Dump WSRT data (in IVSRT circle format) from tape or DAT or optical
dïslc to a disk file (in WSRT circle format).

• FROM_OLD: Convert art old (R-series format) 5CN-file into a NEWSTAR SCN-file.

• TO_OLD: Convert a NEWSTAR SCN-file into an old (R-series format) SCN-file.

• SHOW: Show/edit the content5 of a SCN-file: layout, header information (mcl cor
rections), uv-data and uv-model. This is demonstrated in the section Description of
the SCN-file’ in this Cookbook.

• DELETE: Delete (or un-delete) uv-data in a SCN-file, according to certain selection
criteria. Actually, the data is only disabled (fiagged) reversibly by making the attached
weight-factor negative.

• COPY: (not yet available) Copy selected Sets from a SCN file to a new (secondary)
SCN-file. The uv-data may be physically modified (eg. corrections, model subtraction,
claange of integration time) in this process. This option will probably be implemented
in a separate program NCOPY.

• REGROUP: Select and reorganise the data in a SCN-file. Make a new group direc
tory entry (job tree) with specified Sets in it.

• UVFITS: Convert a SCN-file into a UVFITS file (tape/disk) for further image anal
ysis in AJPS. It is recommended to do all WSRT nv-data processing first in NEW-
STAR since AIPS uv-data processing is rather VLA-oriented, and does not do justice
to WSRT data.

• PflTS: Print a summary of a UVFITS (MPS) tape/disk file, showing all keywords
and a limited set of data.

• CVX: Convert a SCN file from other machine’s format to local machine’s.

• NVS: Convert a SCN file to newest version. This should be run if SCN file made
before the dates:
910417: add MJD to set header.
900907: add precession rotation angle.
900220: add polarisation corrections.
920828: recalculate MJD for observations aborted at Wbork.

• WERR: Correct mosaic tape errors. This only concerns mosaic data taken in 1991.

• QUIT: Exit the program NSCAN
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• POINTINGSETS (1,..)
Specify the pointing centr (mosaicking) to select as a number starting at 1 (*=all)

• CHANNELS (bands to select)
Specify the bands to select (*=aIl)

• UVFITSJ’OLAR (IQUV,IQ,I,XYX,XY,X) (polarisation info)
Specify the polarisation info to obtain:
- 1: 1 only ((XX+YY)/2 1f both present, else either one)
- IQ: 1 ((XX+YY)/2) and Q ((-XX+YY)/2)
- IQUV: 1, Q, U ((-XY+YX)/2) and V ((XY+YX).I/2)
- X: XX only
- XY: XX and YY
- XYX: all four combinations

• IAT_UTC (MJD, leap seconds,...)
Specify the TAT-UTC values as pairs of MilD at which leap second occurs, and the
total number of leap seconds as from that date. The first value is for 1 Jan 1991.
Values before that are in program.
Default value(s): 48257,26,900000,27,900000,27,900000,27,900000,2

• WERRSA (DEC) (RA mosaic centre)
Specify the Right Ascension of the mosaic area centre

• WERRJ{A (DEC) (HA correction)
Specify the four angle to be added to all hour angles in node

• HAD_OFFSET (start data offset in sec)
Specify the offset from the start of an observation (each Dwelltime) at which integration
should start, in seconds. I.e. an offset of n will throw away the first n seconds of data.

• SETJ’ATTERN (new index pattern)
Specify the pattern into which to change the index for the input sets. Each field in the
pattern containing an * is copied from the input set, other fields are used as is (true
for the first four fields, i.e. job, label, field, channel). E.g to change the index of the
sets O.*.15283.* to O.*.O.* give the first selection as the input sets, and the second as
the pattern.

• DELETE_TYPE (ALL,HA,ANOISE,RNOISEMAX,IFR,CLIP,>,<,DELETE,UNDEL,NEXT,QUIT)

Specify the type of (un-)delete to perform:
DELETE: select deletion
UNDEL: select undeletion

- Note:: one of DELETE and UNDEL must be specifled first. At any other time
- : you can switch between the two options
- ALL: undelete (not allowed for delete) all scans selected by node, sets,
- HA range
- HA: (un-)delete all scans at specified MA’s in selected node, sets,
- : IIA range
- ANOISE: delete scans in selected node, sets, HA range with a gain and/or

phase alignment noise in any of the selected polarisations greater
- : than the specified limit (and less than zero)
- undelete scans with a noise less than or equal limit (and <0)
- RNOISE: delete scans in selected node, sets, tJA range with a gain and/or
- : phase redundancy noise in any of the selected polarisations greater
- : than the specified limit (and less than zero)
- : undelete scans with a noise less than or equal limit (and <0)
- MAX: delete scans in selected node, sets tJA range with

max(abs(cos),abs(sin)) less than lower limit and greater than
— : high limit
- IFR: (un-)delete data for scans in selected node, sets, tJA range for
— : the selected (+ in table) interferometers
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- CLIP: (un-)delete data for scans in selected node, sets, IIA range, for

- Liie selected (+ in table) interferometers
— for which the amplitude s greater than lower limit and Iess than
— : high limit
- >: (un-)delete the scan aL the next HA in all selected sets
- <: (un-)delete the scan at the previous HA in all selected sets
- NEXT: goto next set selection
- QUIT: leave this node
DefanU value(s): NEXT

• tJA (DEC) (IIA(s) to do)
Specify the HA start and end of the range in which the action(s) should occur, 1f only

the start value given, the end value will be the same.

• UMIT ((un-)delete limit)
Specify the limit for the (un-)delete action

• LIMITS ((un-)delete limits)

Specify the limits for the (un-)delete action

• FILE.ACTION (LAYOUT,SHOW,EDIT,CONT,QUIT)

Specify action to perform:
- LAYOUT: give layout of tape
- SHOW: display all fields in file header

- EDIT: edit fields in file header
- CONT: continue with set headers
- QUIT: finish this node

• SET.ACTJON (NEXTJFRS,SIIOW,EDIT,CONT,QUJT)

Specify action to perform:
- NEXT: do next specified set
- IFRS: show interferometers present
- SHOW: display all fields in set header
- EDIT: edit fields in set header
- CONT: continue with scan headers

- QUIT: finish this set

• SCAN.ÂCTJON (XX,XY,YX,YY,ha,>[nJ,<[n),S,D,A,W,E,Q)
Specify action to perform:
- XX...: select polarisation (XX initial default)
- S[howj: show detalled scan header
- D[ata): show cos/sin data at current (default: first) HA
- A[mpl]: show ampl/phase data at current (default: first) HA
W[eight] show data weïghts at current (default: first) HA
— E[dit]: edit data at current (default: first) tJA
- Q[uit]: go back to SET mode
- ha: give a value (e.g. -12.36) to go to this scan
- >[n]: go to the n-th next (default=1) tJA
- <[nl: go to the n-th preceding (defauit=1) tJA

• NGEN keywords, subset of COMMON keywords
Sec GOMMON keyword descriptions: NGEN subsel
NGEN keywords are:
- LOG
- RUN
- DATAB
- INFIX
- APPLY
- DEAPPLY
- LOOPS
- DELETENODE
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MODELflPTION
See NMODEL keyword dcscrip lions
MODEL keywords are:
- MODELflPTION
- MODELACTION
- SORTJYPE
- SORTYJELD
- SORtCENTRE
- EDITJIELD
- EDItVALUE
- CON VERLTO
- SOURCE
- SOURCLNWIBER
- SOURCEIIST
- SOURC&RANOE
- SOURC&FACTORS
- INPOLQ,U,VAOO
- INPOLQIUVAOO
- INPOLQ,U,VA000
- INPOLQ,U,V2000
- INPOLQ,U,V_4000
- INPOLQ,U,V_10000
- INPOLQ,U,V_100000
- BEAMSACTORS
- DELET&LEVEL
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II. ,..i In

1 The program NCALIB

The program NCALIB is the heart of the NEWSTAR package. It offers a wide range

of options for the determination of all kinds of instrumental corrections (calibratïon) and

their application to the data (correction). Corrections are stored in the Set headers and

Scan headers of the SCN file (se SCN file description). They may be applied to the uv

data whenever they are read into memory, subject to the specifications given by means the

APPLY keyword (see the section Common features of NEWSTAR programs). Corrections

in the SCN-file may also be manipulated, or ‘imported’ from other sources.

1.1 Overview of NCALIB options

• REDUNDANCY: Calculate Redundancy, Align or Selfcal corrections.

See section NCALJB, part 2.

• POLAR: deternune/manipulate polarisation corrections:

See section NCALIB, part 3.

— CALC: Calculate polarisation corrections

SHOW: Show polarisation corrections

— SET: Set corrections manually

— COPY: copy polarisation corrections from one set to others

— EDIT: Edit polarisation corrections

— ZERO: Zero polarisation corrections

VZERO: Calculate X-Y phase zero difference, assuming V=O

• SET: Set some correction data
See section NCALIB, part 1.

— ZERO: Zero selected corrections

— MANUAL: Copy corrections from manual input

- COPY: Copy corrections from somewhere else

LINE: Copy all corrections from corresponding continuum channel

EXTINCT: Set extinction

— REFRACT: Set refraction

— FARADAY: Set Faraday rotation

— RENORM: Renormalise telescope corrections

• SHOW: Show (on printer) the average telescope corrections (over all HA-Scans) in
specified set(s).
See section NCALIB, part 1.

• QUIT: Quit program NCALIB
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1.2 Option SET: Set various corrections in the SCN-flle

The NCALIB option SET is accessed in the following manner:

> exe ncalib
ICALIBS1 is started at 17—DEC—92 15:56:01

Ø OPTION (REDUNDANCY,POLARSET,SHDW.QUIT) = QUIT: fJ
Ø SETOPTION (ZERCMkNUAL,COPY.LINE,EXTINCT.REFRACT.FARADAV, . .

= QUIT:

In the following, the various sub-options of the NCALIB option SET will be treated in some

detaiL

1.2.1 SET ZERO: Set selected corrections to zero

The uv-data stored in a SCN file are never physically modified. Corrections are stored
separately in the Scan and Set header(s), and applied to the data whenever they are read
into memory for processing. Thus, by setting some (or all) corrections to zero, a reduction

process that has gone wrong can always be returned to a known initial state. The keyword

ZERO allows the user to specify which of the various kinds of corrections are to be set to
zero.

Ø SET_OPTION (1ERO,MANUALCOPYJ1NE,EXTINCTREFRACT,FÂRAOAV. ...
= QUIT: 1 ze]

Ø ZERO (ALL.NONE,RED.ALO.OTH,EXtREF.FAR,NOGAIN.NCPUASE) = NONE:

® SCAN..NODE (.odc lIne) = ““ E7I
Ø SETS (.et. de) = ““: All sets

Ø POLARISATION (XYX,XY,VX) = XYX: [<Ca> 1 All 4 polarisations

Ø HA_RANGE (DEC) = <CD All HA-Scans

NB: Going trough a large SCN file (e.g. one with many line channels) will take some time.

1.2.2 SET MANUAL: Manual input of telescope corrections

The telescope gain and phase corrections may be specifled manually by the user. The given
values will be stored as ‘other corrections’ (OTHC) in the Scan headers of the specified range
(Sets and RA-range).

Note of the editor: Ii is not yet dear to me what happens to the other telescope corrections
(REDC and ALGC) in the Scan header. It seems reasonable that lhey are set to zero.

Ø SET_OPTION (ZERO,S!ANUAL,COPV.LINE.EXTINCT.REFRACT.FARADAY = QUIT: Imauai 1
® SCANJ’JODE (ted. .1e..) = ““: 13c1471

Ø SETS .... d.) = ““: #0

Ø POLARISATJON (XYX,XY,Y,X) = XVX: X-dipoles only (this ezample)

Ø HA.RANGE (DEC) *

i3 GAJNJC = I,1,i,1,11,1,1,1,1,1,1,1,1: factor

Ø PRASEJC (ph..tcort...) = 0,0,O,0,0,O,0,O,0,0,0,0,0,O: degrees
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1.2.3 SET RENORM: Renormalise telescope corrections

In the Redundancy calibration process, the average telescope gain and phase corrections

over all telescopes are arbitrarily set to zero. This is a ‘reasonable’ assumption, unless the

correction for one or more telescopes happens to be anomalously large. In that case, the

gain and/or phase corrections of all the other telescopes will be shifted by an ‘unreasonable’

amount (since the average must be zero). Therefore, it is sometimes desirable to RENOR

Malise by shifting the telescope corrections by a common amount. until the average is zero

for a selection of ‘good’ telescopes.

Ø SET_OPTION (asao.MANU.L.copy.UNE.ExTIsct.aupaAa,FAIL.DAY. . . -) = QUIT: [renonn 1
® SCANJ’JODE (,od. n.m.) = 3c147

Ø SETS (flt.o d) = ““: [*0

Ø POLARISATION (xvx.xy,y,x) = XYX: Average over X and Y dipoles!

Ø HAJLANGE (050) = .:

3GAIN_NORM (1.:,kI..j=l,l,1,l,1,l,l,l,l,l,l,1,1,I: Il.1.o,i,i,i,i.i.i,i,1,i,o,oI
De-select RT2,C,D

Ø PHASE._NORM ( = 1,1,I,1,1,1,i,1,I,1,1,I,1,1: [i,i, t.o.o.o1o,o,o,o,o,o,o,o[ 5e-

lect only RT 0,1,2
NCALIB$1 is ended as 16:24:17 STATUSSUCCESS

Note that the program terminates upon completion, Le. it does not return to the level of

the SET option.

L2.4 SET LINE: Copy telescope corrections from continuurn channel

Since Selfcal/Redundancy calibration requires a S/N of more than 2-5. it is often possible

for the continuum channel (0), but not for the individual line channels. In those cases, the
telescope gain and phase corrections that have been found for channel 0 may be transferred

to the line channels. This is a ‘reasonable’ thing to do, since the total telescope errors will

vary much more than the reletive errors between channels (ie. the bandpass shape),

Ø SET_OPTION (ZtRO.MANUAL,COPY,LINE,EXTINCT,REFRACtPARADAY, ..j = QUIT: line

Ø SCAN_NODE (todc n.me) = ““: 3c147

Ø SETS (.,t.todo) = ““ *0

Ø POLARISATION (XYX.XV,V,X) = XYX:

Ø HAJtANGE (050) = t: H90,_801
NCALIB$1 is ended as 16:19:30 STATUS=SBCCESS
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1.2.5 SET COPY: Copy telescope corrections from somewhere else

In the Standard Calibration process, the telescope gain and phase errors g and p are
calculated with the help of a strong calibrator source, which has been observed directly
before (or after) the actual observation. In order to use these calibrator corrections to correct
the latter, tbey must be transferred (copied) from the Scan header(s) of the calibrator to
the Scan header(s) of the observed object.

There are two possibilities: The calibrator observation (and thus the desired corrections)
may be stored in a separate SCN-file (node), or they may be stored as another ‘job’ of
the same SCN-file as the observed object. In the following example, the observed object is
stored as job nr 0, while the calibrator observation is stored in the same SCN-file, as job nr
1:

Ø SET_OPTION (ZERO,MÂNUAL,COPY,LINESXTUJCT,REFRACT,FARADAY, = QUIT: copy

® SCAN..NODE (and. nam.) = ““:

______

® LOOPS (a,t ) = ““: [<c» 1
Ø SETS (..t. to do) = ““: O.*.*..* j AU Sets in job nr 0

Ø POLARISATION (xvx.xv.y.x) = XYX: All polarisations

Ø HARANGE (DEG) = t: <CR> All HA-Scans

Ø INPUT..NODE (taput nodo nam.) = 4

Specify the node name from which the corrections should be calculated.
* indicates the same as the output node name.

® INPUTJÇODE (input nod. name) =4: [R> Use same SCN-file

Ø INPUT_SETS (..1. ..ij = 1,*.*.*.0 1 Copy from Set 0 of job nr 1

NCALIB$1 is ended at 16:17:30 STATUSERROR

NB: Note that the program exits upon completion, and does not return to SET_OPTION,

1.2.6 SET CCOPY: Like COPY, but more intelligent
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1.2.7 SET EXTINCT: Set extinction correction

The actual atmospheric extinction factor (as a function of telescope elevetion) may differ

from the default value, which is based en a standard model of the atmosphere.

Ø SET_OPTION (ZERO.MANUAL,COPV.I.INE,SXTINCTREFRACT,FARAD4Y, .,.
= QUIT: extinct

® EXTINCTION (exIiActâon.t. = 0.00557,_0,00461,.0.544E1j3: <CE>

ØSCANaNODE (.ode.mc”” <ca>

1.2.8 SET REFRACT: Set refraction correction

Ø SET_OPTION (ZERO.MANUAL,COPY,r.ENB,EXTINCT,REFSACT.FARADAY,, = QUIT: refract

® REFRACTION (ittr.clIon.1,..) = 0.31E-03, 0,0: <ca>]

®SCAN..NODE (u.denmc)”” <ca>I

1.2.9 SET FARADAY: Set Faraday rotation

Information about the ionospheric Faraday rotation during the observation may be obtained
externally, eg. from ionosonde measurements, NFRA receives these values routinely from
meteorological stations not ton far from the WSRT. The information may be entered into
the SCN-file as a function of HA. They are stored as corrections (FARAD) in the Scan
header, and will be applied routinely to the data if specified by the keyword APPLY.

® SET_OPTION (ZERÔMANUAL,COPY.LINE.EXTTNCT,RErRACT.FARADAV, -) = QUIT: 1 faraday

® FARADAY_Y1IE (F.,.d.y.€.ticn d.t. IB.) = El
FARAUAY_FILE (Faraday rotation data file)

Specify the name of a file with Faraday rotation data if you want to have
Faraday corrections. The file is a normal ASCII file. Each line should have

2 numbers separated by a comma. The first is an hour—angle in degrees. the

second the Faraday rotation in degrees aS 1 Gflz.

® FARADAYSILE (F.,.d.y,ot.tiou a.t.m. = ““ <> 1
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1.3 Option SHOW: Print average corrections (on line printer)

The average telescope gain and phase corrections that are stored in the SCN file can be
printed, for a specified range of sets. The numbers printed are a combination of the several
kinds of telescope corrections stored in the SCN file (see the SCN-fiie description section).
The desired combination may be specified with the keywords APPLY and D.APPLY,

The output takes the form of 14 columns of 8 numbers:
- X gain: as gain factor and as percentage (%)
- X phase: in radians and in degrees
- Y gain: as gain factor and as percentage (%)
- Y phase: in radians and in degrees

> exe ncalib

NCÂLIE$1 is started at 17—DEC—92 16:25:48

_____

Ø OPTION (REDUNDANCY?POLAR3ETEHDW,QWT) = QUIT: ‘show

® LOOPS (n.inct ) =““:

____

® INPUT...NODE (i.pt’ oot am.j = ““: 3c147

Ø INPUT.SETS .. ... = ““: 110

Ø OPTION (REDUNDANCV,POLARSET,SHOW,QUIT) = QU1T: <CR>
NCALIB$1 is ended at 16:27:02 STATUS=SUCCESS

The output will now be printed on the line printer. Note that the program terminates upon
completion, i.e. it does not return to the level of the SHOW option.

1.4 Option REDUN: See section NCALIB part 2

1.5 Option POLAR: See section NCALIB part 3
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1 NCALIB part 2: Redundancy, Align and Selfcal

The NCALIB option REDUN actually covers three related methods of estimating tele
scope gain and phase errors from the uv-data itself: Redundancy, Setfcal and Align. All
three methods require the socalled ‘Selfcal assumption’, which States that all phase and gain
errors are telescope-based. This means that the errors can be fully decomposed into con
tributions from individual telescopes, and that interferometer-based errors can be ignored.
This assumption implies a drastic reduction in the number of independeni errors in the data
taken with an N-telescope array: from N(N — 1)/2 to N — 1 per integration interval, This
relatively small number of independent errors can be determined with a 1eas-squares flhting
technique.

Any inierferometer-based errors (eg. thermal noise or correlator errors) violate the basic

Selfcal assumption, and cause propagating errors in the solution. Fortunately, the WSRT
correlators only contribute very small interferometer errors (typically < 0.01%) but the S/N
per uv-sample should be at least 2-5 for a good solution.

Independent solutions can be obtained for telescope gain and phase errors, because they are
mathematically ‘orthogonal’.

• Selfeal: The telescope gain and phase errors are estimated by comparing the uv-data
with a model of the observed source. In WSRT Selfcal, the information from redundant
spacings can be added as extra constraints on the Selfeal solution. Since this extra
information is model-independent, the Selfcal process is less likely to converge to the
Wrong result.

• Redundancy: Telescope gain and phase errors are estimated by comparing the uv
data of ‘redundant’ interferometers, i.e. interferometers that have the same baseline
length and orientation. Since this is a comparative method, the absolute gain (flux)
and the absolute phase gradient (position) cannot be determined. The result is a set of
‘internally perfect’ HA-scans, that still have to be ‘aligned’ (see beton) to each other
in flux and position.

• Align: The absolute gain and the absolute phase gradient for misaligned HA-scans
can be determined with the help of a source model. This is similar to Selfcal, excepl
that one only soives for one parameter per HA-scan, rather than for N telescope errors.
This bas the advantage that the source model may be less perfect, and the SNR of the
uv-data may be lower. Therefore, this method may also be used to remove ionosferic
phase gradients from data that have too little SNR to warrant Redundancy or Selfcal.

The figures of this section may help to illustrate the effects of these three methods. There
is also a description of the relevant mathematical formalism. Finally, this seetion contains
processing examples and an explanation of the output that is produced on the screen and
in the log file.
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Align.
- The prominent rings in (6) are caused by vi slowly vartjing gain or phase error
between telescopes A and 8. They could 6e removed by Redundancy, bui only if
Men is a full solution for all 14 telescopes. Otherwise ii can 6e rem oved wiM Align

or SelfcaL
- The almost perfect map in (c) is Me result of Selfcal, without Redundancy. The
minor remaining problems are caused by the incompleteness of the source model,

- particrularly the small sourve near 3C48.
- The finished product in (d) is essentially perfect, and has a dynamic range in
excess of 1:10000 (40 dB), limited by the noise only. The remaining rings are the
grating rings of sources which have not been completely subtracted. The result has
been produced by a full Redundancy solution, followed by an Align with a model
that contained about 10 point sources.
NB: Any remaining problems in a WSRT map can always be easily recognised (and
often diagnosed in detail), thanks to the very regular beamshape. Reduction art ifacts

will not easily 6e confused with real structure, even al very low levels.

Figure 1: flg-NCÂL7B-3C4

These four maps of 3C48 may serve to demonstrate the mazn features of the Selfcal,

Redundancy and Align methods.
- The radial stripes in (a) are caused by large-scale effects at specific Hour Angles.
These limit the dynamic range of the ‘Standard Reduction’ to about 1:100 (20 dBj

They are still present after a Redundancy solution, but can 6e 6e removed wiM an
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fllustration of the effects of Redundancy, Selfcal and Align on the visibility amplitudes and phases
of a single HA-scan. In all four picturts, the broken line repnsents the ‘truc’ visibility amplitudes
and phases, as a ftsnction of baseline length (u). The actual uv-data art given by crosses. Note the
multiple tw-data for redundant baselines. The source model in this eample (full line) is an off-axis
point source.
Redundancy: In (a), he actually measured uv-samples are scattered, because of instnsmental errors.
After Redundancy calibrution (6), the amplitudes and phases of redundant baselines are the same
(ercept for a little residual scatter coused by noise). The result is an ‘intenially perfect HA-scan’, i.e.
its shape is as it should 6e, but two parameters art still missing: the absolute flux and the absolute
position in the shy. A map made in this stage would show radial stripes around strong sources.
ÂHgn: In (c), the perfect HA-scans that art produced by Redundancy art ‘Aligned’ with the help of a
model of the obsened source. The ‘rigid’ Scans art moved as a whole to fit the model in a weighted
Ieast-squares sense. Arrows indicate the two parameters that art detennined by Align: one to shift
all amplitudes vertically, and one to rotate all phases around the origin. Note that the out come can
6e influenced by giving more weight to certain baselines.
Se1fca1 In ‘nonnal’ Selfcal (d), the source model is used to detennine 2N telescope gain and phase
errors. Since this number of independent parameters is larger than the two that wen needed for
Align, the Scan is less ‘rigid’. This means that the data have greaterfnedom to adapt themselves to
the wrong sourte modeL To caunier this effect, Redundancy constraints con 6e added to the Selfcal
solution In the NEWSTAR implementation. 1f the Redundancy constroints would 6e given infinite
weight, the outcome, would 6e identical to that of Redundancy followed by Align. However, this has
the disadvantage that a Redundancy solution may have ‘frozen-in’ enors caused by noise in certain
critical baselines. Such en’ors may 6e ‘thawed out’ by giving more weight to Selfcal (model) constraints.
In the present implementation, Selfcal and Redundancy constraints have equal weights, which may 6e
close to optimum.
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1.1 REDUN equations

1.1.1 Dipole gain and phase errors

The visibility observed by an interferometer between telescopes i and j can be dcscribed as:

• datd — truc — truc
— ¼ — ¼ G.G, (1)

in which V6tt is the (complex) true visibility, which only depends on the (projected)
baseline length and orientation. Vdt0 is the observed visibility, which is ‘corrupted’ by
the complex gain error The latter can be decomposed into two ielcscope-based complex
gain errors G and G1 (the * denotes complex conjugation), and an tnterferomeier-based
complex gain error Pij which inciudes the thermal noise.

NB: The two other types of telescope-based errors, dipole angle error and ei
lipticity, are ignored here, and assumed to be zero. They are treated in a later
section on polarisation calibration (see NCALIB part 3). Their treatment is
very similar to that of the gain and phase.

NB: Each WSRT telescope has two linearly polarised dipoles (X and Y), each
with its own gain, phase, angie and ellipticity errors. Therefore, it would be
much better to use the term dipoic errors instead of telescope errors. Unfortu
nately, it is not easy to change.

The complex Visibility and Gain can be decomposed into: 2

V = lvi exp(i4j exp(+i) (2)

G = g expp) = ezp(q+ip) (3)

Equation 1 can now be split into two independent linear equations for the ln(ampl) and the
phase:

data
= Qb”’ + Çi + qj + qj (4)

4,data = str0t +
— Pi + Pij (5)

For the calibration techniques discussed in this section (Selfcal, Redundancy and Align), we
have to make the socalled SELECAL assumption, i.e. that interferometer-based errors
can be ignored:

ÇjJ = pij = 0 (6)

leaving only a small number (N—1) unknown telescope-based errors, shared by a much larger
number (N(N — 1)12) uv-samples. Fortunately, this assumption turns out to be justified
for the WSRT, provided that S/N > 2 per data sample (noise is interferometer-based).

‘Equ 1 has LaTeX label equ-red-OCI
2Eq.. 2,3 have LaTeX labels equ-red-002,003
3Equs 4,5 have LaTeX labels equ-red-004,OO5
4Equ 6 has LaTeX label equ-rad-008
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1.1.2 Selfeal equations

Selfcal is a very successful technique, in which telescope gain and phase errors are estimated
with the help of a tentative model of the observed source. It is een iterative process: the
improved data are used to reflne the model, which is used to determine the remaining errors,
etc. This only works 1! the number of unknown parameters to be determined (ie. telescope
errors) is much smaller than the number of measured data.

Thus, if qjj and pij are ignored in equs 4 and 5, and the ‘true’ visibilities are replaced with
those of a tentative model of the observed brightness distribution, we get the SELFCAL
equations:

ln(ampl) eij0t0
— Ob”’ = qi + q1 (7)

phase — = Pi — Pi (8)

Since the left sides of the Selfcal equations are known, we can determine the unknown
telescope errors on the tight side by solving the set of linear Selfcal equations for all inter
ferometers in the array.

Since the gains and phasa are mathematically orihogonal (i.e. they do not iniluence each
other), their solutions can be obtained separately. The generic matrix equation to be solved
in both cases has the form: 6

[wdmj = W x [eJ (9)

in which [wdm] is a vector of known values (W(data — model)), and [ei is a vector of unkown
telescope errors. Thus, each row in this matrix equation represents a weighied constraint on
the ultimate solution. (Each equation is multiplied with a weight factor 34), which determines
its relative iniluence on the solution).

The matrLx 141 is rectangular because there are more equations (data) than unknowns.
Inversion of this matrix equation is equivalent to a weighted least-squares fli:

[e] = W_t x [wdm] = (WTW)1WT x [wdm] (10)

To save space and time, the NEWSTAR implementation uses the much smaller matrix
(WTW)’ and the vector WT[wdm], which is of course mathematically entirely equiva
leut.

NH: An interferometer only measures phase-differences IN — p, but we are trying to solve
for absolute telescope phases p. Therefore, the phase matrix cannot be inverted, unless
an extra constraint equation is added to it, which has the effect of choosing an arbitrary
phase-zero po• This will not affect the Selfcal solution in any way.

1.1.3 Redundancy equations

Two interferometers are ‘Redundant’ if:
- their baselines have the same length and orientation,
- they are observing the sky through the same ‘filters’ (primary beam shape, polarisation

and frequency bandpass)
Since redundant baselines should yield identical values for the measured visibilities, they
are a powerful tool to detect instrumental errors. This can be done in many ways, which
have not all been explored yet. We will only treat the case of telescope-based gain and
phnse errors here. For this it is necessary to make the Selfcal assurnption, ie. that
interferometer-based errors can be ignored.

5Equs 7,8 have LaTeX labels .qu—red-012,014
6Equ 9 bas LaTeX labels .qu-red—016
tEqu 10 bas LaTeX labels .qu—r.d—018



1 NCALTB PART 2: REDUNDANCY, ALIGN AND SELFCAL 7

By combining equations of the type (4) for redundant baseilnes, the “““ terms can be
eliminated to yield the various types of Redundaucy gain equations: $

2data
— = (g + g)

— (sn + g,)
01daa — + (ok°

— 911da2a) 2 (g — g,)

01data — — (eikdt5 01140a) = 2(91 — 9k) (11)

Similarly, by combining equations of the type (5) we get the Redundancy phase equa
tions:

4,data
— 6’k,lata = (p — ) — (Pk —
— t1k1d = Pi — 2p + Pk (12)

The Redundancy equations look very much like the Selfcal equations; the left sides are
known, and the right sides are linear functions of the telescope errors only. Again, separate
solutions can be made for the ln(gain) and the phase, by matrix inversion (see section 11.2
above). Again, each equation is muitiplied by a weight factor W to determine its relative
iniluence on the solution.

Redundancy calibration cannot be used to determine absolute telescope errors. Since the
outputs of redundant baselines are compared with each other, information about absohde

position and flux is lost. The matrices can only be inverted if this missing information is
supplied in the form of extra constraint equations. This can be done in two ways:

• Implicitly, by adding Selfcal equations. This is possible, since Selfcal and Redun
dancy equations have the same form. The absolute information is in the flux and
position of the source model.

• Explicitly, by arbitrarily specifying the absolute error value(s) of one or more tele
scopes. In the latter case, the average of all telescope errors is usually set to zero. For
the phase solution, it is also necessary to set the linear phase error gradient over the
array to zero. These are assumed to be ‘reasonable’ assumptions.

1.1.4 Align equations

It often happens that the dominant gain and phase errors are large-scale, i.e. they are shared
by all the telescopes in the array. Examples are:
- A common gain error, caused by atmospheric absorption.
- A linear phase gradient over the array, caused by ionospheric refraction.
Both of these effects are also present after a Redundancy solution, in which the absolute
gain and the absolute phase gradient have been chosen arbitrarily, but the HA-scans are
otherwise ‘perfect’.

In these cases, one may use a Selfcal model of the observed source to properly ‘Align’ the
various HA-scans, which would otherwise cause radial stripes around strong sotuces in the
map. The difference with ‘normal’ Selfcal is, that one does not attempt to solve for individual
telescope gain or phase errors, but only for the common gain factor or linear phase gradients
over the array.

This leads to the Aligu equations: 10

ln(gain) : Qda2G — QbrnOdeI = qo

phase : dafo — 4,6madel = prad 6 + Pa (13)

6Equs 11 have LaTeX label .qu—red-022
9Equ 12 has LaTeX label equ—red-024

‘°Equ 13 has LaTeX label .qu—red-032
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in which bis the baseline. The solution by matrix inversion is entirely analogous to Selfcal
and Redundancy. However, since the number of unknowns is smaller in this case, the S/N
ratio per visibility sample may be smaller, er the 5ource model may be less perfect, while
stijl producing a good result.

In a slightly more general formulation of Align, the telescopes are divided into k independent
groups (k = 1,2,3,...), for which k common gain errors must be determined, or k phase
gradients:

ln(gain) data
—

= t qok

phase tdata — model = Z(” b + pak) (14)

This is the case when it has not been possible to link all telescopes in a single Redundancy
solution. The grouping of the telescopes, and thus the Align process, is controlled by the
socalled Freedom parameters.

1.1.5 Complex solutiou

‘tEqu 14 bas LaTeX label equ-red-034
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1.2 Redundancy

Redundancy-only is selected by not specifying a source model. The resulting telescope gain

and phase errors are stored in the Scan file headers, as REDC.

> ere ucalib
NCALIB$1 is started at 5—OCT—92 09:16:12

______

Ø OPTION (REDUNDANCY,PDLAfl,SET,5HOW,’OIt) = QUIT:

_______

® SCANJODE (.,d. nam.) = t”: 3c147

®LOOPS (.jn.....=”” JJ
® SETS (nnt,d.)=””: JJ
Ø POLAMSATION (XYX,XY,V,X) = XYX:

Ø MODEL..OPTION (YtEAD,WRITC.
.,. ) QUIT: j <Ga>

0 sources in list

Pure redundancy selected

Ø HA_RANGE (DEC) E f <CR>

All cross inter! eroneters pre—selected

______

® SELECTJFRS (S.t.ct/dml.c’ t,..) = t”: <CE>

SHOVV_LEVEL (L..eI —t ‘y. pil.’ ..lpI) = 1,2:

® QDETAILS (ma.. d.l.lli?) = NO: (<CE.>

Set: 0.0.0.8

1 average amplitude 4392.835 (20.765)

1 overall noise (gain, phase in W.U.):

NCALIB$1 is ended at 09:20:24

redun

SCN-file

Frocess all Sets

XX only (for example)

No model: Redundancy

Process all Scans

Use all ifrs
screen, log-file

Lee section 1.6

daar dpmax tBA Rk ACh) PCdeg) A(WU) PCWU) Amax

Set: 0.0.0.0
11.531 New gain constraints:

Aavg Arms

1 1 1 1 1 1 1 1 1 1 1 1

11.531 New phase constraints:
—37 —35 —33 —31 —29 —27

38 36 34 32 30 28

11.531 12 0.1 0.0 3.2
12.031 12 0.1 0.0 3.2
12.531 12 0,1 0.0 3.5

13.031 12 0.1 0.0 2.8

Set: 0.0.0.1
11.531 12 0.1 0.1 5.6
12.031 12 0.1 0.1 4.6

12.531 12 0.1 0.1 4.7

13.03! 12 0.1 0.1 4.8

Set: 0.0.0.2

—23 —21 —19 —18 —17
24 22 20 19 18
4882 4396.2 226.4
4874 4387.9 226.6

4888 4395.3 227.4
4871 4388.6 228.4

—25
28

2.7
2.4
2.2
2.3

5.6
4.3
5.3
4.0

1 1

0 1
1 0
—0.2 37 —0.1 13 2
0.3 78 —0.1 132
0.2 15 —0.1 49 2

—0.2 03 0.1 04 2

—0.3 36 —0.2 26 2
0.3 79 —0.1 07 2

—0.3 02 0.2 24 2
—0.4 03 —0.1 01 2

4904
4905
4899
4910

206.4
211.2
210.3
214.9

4422 .4
4413.6
4414.5
4410. 7

6.6 6.1

STATUS=SUCCESS
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1.3 Align

Align is selected by specifying asource model, and explicitly specifying the ALION_OPTION.

11 is then assumed by default that the Scan is ‘perfect’, ie. that all 14 telescopes are

grouped together. In that case, only two parameters have to be determined: the absolute

gain, and the absolute phase gradient over the array. Experienced users can specify multi

parameter solutions for more than one independent groups of telescopes by manipulating

the FORCESREEDOM keyword. The MWEIGHT keywords are used to give greater

weight to those baselines (by length), for which the mode] is ‘known’ to be most accurate.

The resulting telescope gain and phase corrections are stored in the Scan headers, as ALGC.

> dve ncalib
NCALIB$1 is started at 5—OCT—92 09:22:07

______

Ø OPTION (REDUNDANCV,POLAR,SET.SHOW.QUIT) = QUIT: redun

Ø SCAN..NODE (o.d.o.m.)” 13C1471 SCN-fi(e

® LOOPS (0j00,) =““:

____

® SETS (101100 do) = ““:
Process all Sels

Ø POLARISATJON (XYXXY,Y.X) = XYX: XX oniy (for example)

Ø MODEL_OPTION (READWRIT5, .j ) QUIT: Ireadi no showu here

1 sources in list

Ø MODEL..ACTION (MERGEAD.
..

= MERGE,BAND,TIME,NOINPOL: j ¶Çj

Ø MWEIGHT_TYPE (STCP,OAUSSIAN.TRIANQLE.ISTEP,IOAUSSIAN.ITRIANGLE) = STEP: [<Ciw. 1
Ø M4VEXGHT_DATA (o.oI,., h.11..ldth lom) = 0,100000: [€»

> 3km: all baselines have equal weighi

Ø ALIGN_OPTION (SELPCAL,ALIQN) = SELFCAL: align

Ø FORCESREEDOM = NO,NO: <CH> ielescope groups

Aligu selected

Ø HA_RANGE (DCO) = *: <C Process all Scans

All cross interleroweters pre—selected

______

® SELECTJFRS (S.lecifd...l.ct “ = 1 «8>1
Ø SHOW_LEVEL (C..o.I of of., prOoi outpot) = 1,2: screen, logflle

® QDETAILS (m,r.det.11.?) = NO: Rcn>I see secüon 1.6

MA lik ACh) PCdeg) A(WU) P(WU) Amax Aavg Arms dAnax dPmai 1

Set: 0.0.0.0
11.531 New gain constraints:

1 1 1 1 1 1 1 1 1 1 1 1 1 1

11.531 New phase constraints:

—37 —35 —33 —31 —29 —27 —25 —23 —21 —19 —18 —17 0 1

38 36 34 32 30 28 26 24 22 20 19 18 1 0

11.531 12 0.1 0.0 5.2 2.8 4424 4396.9 11.4 0.3 67 0.1 58 S

1 average amplitude= 4392.959 (20.718)

1 overall noise (gain, phase in V.UJ: 5.8 4.6

NCALIB$1 is ended at 09:25:44 STATUSSUCCESS
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1.4 Selfcal

Selfcal is selected by specifying a source model, and explicitly specïfying ‘Selfcal’ to the
ALION_OPTION. Redundancy constraints (equations) are inciuded automatically if re

dundant spacings have been selected with SELECTJFRS. The MWEIGHT keywords

are used to give greater weight to those baselines (by length), for which the model is ‘known’

to be most accurate. The resulting telescope gain and phase corrections are stored in the

Scan headers, as ALGC.

> dve ncalib
NCALIBS1 is started aS 5—OCT—92 09:26:10

___________

Ø OPTION (REDUNOANCY,FOLAK,S5T,SHOWOIT) = QUIT: [fundancy

® SCAN_NODE (oode oam.) = 3j47 SCN-file

Ø LOOPS (0,10e:
...

= ““

____

Ø SETS t, do) = Process all Sets

Ø POLARJSATION (XVX,XY,Y,X) = XYX: XX only (for ezample)

Ø MODEL_OPTION (MEAD,WRITE,CLSAR, ) QUIT: readi not shown here

t sources in list

Ø MODEL_ACTION (MERQB.AD. = MERGE,BANDTIME,NOINPOL: <Ga)

Ø MWEJGHT_TYPE (STEPOAUSSIAN,TRIANGLEISTtP,IOAUSSIAN,ITRIANOLE) = STEP: <Ga>

Ø MWEIGHTDATA (0101r.. btIfwIdth cm) = 0,100000; 1 <CE>]

3km: all baselines have equal weighi

Ø ALIGN_OPTION (SEtFCAL,ALION) SELFCAL: <CE>

Self ca].ibration selected

Ø HAJIANGE (050) = •: <CE> Process all Scans

All cross inter! erometers pre—sciected

______

Ø SELECTJERS (S.I.cl/dnol.ct 1(n) = ““: <CE> inciude Redundancy constraints

Ø SUOV.1JEVEL (L.nI typo, pelot outpot) = 1,2: sereen, logfile

® QDETAILS (m.,. dnoaiI.) = NO: <CE> sec seclion 1.6

HA Rk ACh) P(deg) A(vU) P(WU) Amax Aavg Arms dAmax dPmax 1

Set: 0.0.0.0
11.63K Nev phase constraints:

t 1 1 1 1 1 t t 1 t 1 t 1 1

11.53X 01 0.6 0.2 12.9 7.1 2012 2000.0 6.2 1.9 67 0.5 68 3

X average amplitude= 2000.005 (0.892)

X overall noise (gain, pliase in W.UJ: 14.2 11.1

NCALXBS1 is ended at 09:2!:O2 STATUS:SUCCESS
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1.5 Discussion of the screen/log output

The following information per HA-scan may be printed in the LOG-file and/or displayed on

the terminal screen (keyword SHOWJ1EVEL).

fik Rk ACY.) PCdeg) AOW) P(WB) Amax Aavg Anus dAnax dPmax 1

Set; 0.0.0.0
11.53X New phase constraints:

1 1 1 1 1 1 1 1 1 1 1 1 1 1

11.53X 01 0.6 0.2 12.9 7.1 2012 2000.0 5.2 1.9 67 0.5 58 3

HA (e.g. -83.86X) Hour-angle (degr) and polarisation

Rk (e.g. 12) Rank of the gain and phase solution matrices

A(%) (e.g. 3.3) RMS gain residual (%)
P(deg) (e.g. 2.2) RMS phase residual (degr)

A(WU) (eg. 1.6) RMS gain residual (WU=Westerbork Unit)

P(WU) (e.g. 1.8) RMS phase residual (VU)
Amax (e.g. 63) Maximum ampl (%VU)
Aavg (e.g. 50.1) Average ampl (XVU)
Arms (e.g. 5.1) RMS ampl (VU)
dAmax (eg. -12.4 23) largest gain residual (WU), ifr=23
dPmax (e.g. 6.3 CD) largest phase residual (XVU), ifr=CD

1 average amplitude 2000.005 (0.892)

1 overall noise (gain, phase in W.UJ: 14.2 11.1

• Average amplitude:

• Average gain and phase errors per telescope: Over the whole observation (or
rather, the part that has just been processed). These number can also be calculated
separately by means of NCALIB option SHOW.

• Overall noise: Useful for automaticdeletion of ‘bad’scans (see NSCAN). Redundancy
only is model-independent, so the overall noise should be equal to the thermal noise.
1f not, it is an indication of problems. A difference between SELFCAL noise and
Redundancy-only noise is an indication of the completeness of the SELFCAL model
(caution: there are different interferometers involved).

• Graphs: There are three kinds of line-printer graphs produced in the log-file. They
give various overall gain and phase quantities per interferometer. The baseline length
increases to the right. The gain axis (A) is on the left, and the phase axis (P) on the
right.

— Graph: Average residual error X (W.U.):

— Graph: Average residual error X (%, deg):

- Graph: RMS X (W.U.):

The SELFCAL and Redundancy residuals contain a wealth of information about the quality

of the data and the completeness of the SELFCAL model. The user is urged to make residual

plots by means of the program NPLOT.
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1.6 QDETAILS: Hidden parameters

For all REDUN options, the user is prompted for ‘more details?’ by the NCALIB keyword

QDETAILS. Bidden behind this are a number of keywords that may be manipulated by
experienced users in special cases. Their default values are optimised for normal use, and
wil be printed in the NCALIB LOG-file.

Ø BASEL_CHECK (M) = 0.5 M: <CR>

Criterion for two baselines to 6e considered redundant, i.e. of identical lenglh.

Ø WEIGHT_MIN (MI.Imn w.jki .cc.pt.d) = 001: ca>
The weight of Selfcal and Redundancy equations is proportional to the amplztude of Iheir

uv-dala. 1f the amplitude is very small, the information will 6e very noisy, and may do

more hann than good to the solution. Therefore, ii may 6e exeluded by raising the value of

WEICHT_MIN, as a fraction of the maximum weight.

Ø SOLVE (SoI.e fo. fla.. (YfN) = YES,YES: <CR)

Normally, both a ga:n and a phase soluiion will 6e requxred. Bul ii is possible to ask for only

one al a time.

Ø COMPLEX (Complex .olotion (Y/N) = NO: <GE>

The non-linear conversion to ga:n and phase skews the gaussian distribulion of the noise

on the measured cos/sine values. Therefore, gain and phase solutions will produce a ‘noise

bias’, which is more serious for low S/N data. This eau 6e avoided by specifying a ‘complex

solution’ (see also section

® FORCE..PHASE (DEC) = 0 DEG,0 DEG,0 DEG,o DEG,0 DEG,0 DEG,0 DEG. 0 DEG,o

DEG,0 OEG,O DEG,0 DEG,0 DEG,0 DEG <DR>
1f the uisibility phases are close to ±180 degr, the conversion from cos/sine to phase may causc

phase ambiguities (jumps) of 360 degr. This wUl cause problems in the phase solution, where the
phases are assumed to be on a linear scate between ±c’D. In order to avoid this, the User may specify

initialphase corrections for all talescopes, which will 6e used to move the data away from ±180 degr

before processing. This is of course taken into account for the total correction afterwards.

® CONTINUITY (Contl.oity In .olntlon (Y/N) = YES <Cii>

Normafly, the HA-scans are processed in HA-order. The gain and »hase errors determined for the

- last Scan may 6e used to correct the data of the neit Scan before processing. (This is of course

taken into account for the total correction afterwards). This approach is usefut to keep phases away

from ±180 degr, where they may cause unwantedphase-ambiguityproblems.

Ø CHECKS (M.nIcm dnI.tIcn.) = 5,5,3:

_____

The user may set some threshold values for an automatic check on the quality of the solution of
each HA-scan. A warning will 6e issued in the log wheneuer the treshotds are esceeded. However,
no further action is taken by the program!

More information about these keywords can be found in the on-line help tert, which is also printed

in the Summary of NCALIB keywords in this Cookbook.
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Figure 3: fl;-NCALlS2.m.tii

Schematic view of the least-squares fitting of telescope-based errors by means of
matrir inversion.

The problem is fonnulated by the matrix equation [wd] = W x [ei, in which [wdJ
is a vector of known values, and (e} is a vector of unkown telescope ei-rots. Each row
(equation) in the mat rit equation is muttiplied by a weight factor, which determines
its relative influence on the solution. The somt mat rit can contain a miztun of
Selfcal equations and Redundancy equations, which have the same general form.
1f there art only Redundancy equations, ezira constraint equations art needed to
supply the missing information about the absolute gain (first) and/or the absolute
phase gradient over the array (position in the shy).

The matrix W is rectangular because their art more equations than unknowns. A
least-squarts solution is obtained by the inversion of W:
[e] = x [tvd] = (WTW)’W2’ x
To save space and time, the NEWSTAR implementation uses the much smaller ma
trir (WTW) and the vector W1’[wd], which is of course mathematically equiva
tent.
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Figure 4: fl(.NCALIS-VI.C.

model constaints

A somewhat more abstract description of Selfcal, wiM or without Redundancy con
straints. A perfect instrument would give risibility values that are represented by

point (‘truc’ visibilities) in a 2N-dimensional ‘visibility space’ (Vispace). N is
the number of measured uv-samples. The aclual visibility valun, which will 6e Cor
nipted by instrumental enors, are nprescnted by somt other point in Vispace. In
a calibration prvccss, a priori knowledge is used to constrain the volume of Vis
pace in which this other point can lie. In Selfcal, the data are compared wiM a
model of the source (model constraints), under the assumption that the only insiru
metaal errors are telescope-based gain and phase cn’ors (instnsmental constraints).
The points in Vispace that represent Sclfcal Solutions must lie in the shaded volume
that is bounded by the ‘model constraints’ and the ‘telescope-based error enors only’
constrainis. The technique works because the two constraint volumes are largely ‘or
thogonal’ to each other, so that the int ersection volume is relatively smalL Every
extra constraint (more telescopes, redundant spacings) will make this intersection
volume smaller.

aoise
‘5119’

te1eEcope-baed
enors only

2N-dhn Visibflily Spare

= nr ofuv-samples)
Ee dundancy eonsfraints
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1 NCALIB part 3: Polarisation corrections

The POLAR option of the program NCALIB is invoked by:

> na ucalib
NCALIB$1 is started aS 29—DEC—92 14:44:56

Ø OPTION (REDONDANCY,POUR.SET.SHOW,QUIT) = QUIT: polar

Ø POLAR_OPTION (CALC,SHOW,SCT.COPY,EDIT,Z...) = QUIT: show Select option

An overview of the various sub-options of the NCALLB option POLAR can be found in the

table of contents of this section. They will be treated individually after a short treatment

of the formalism.

1.1 WSRT polarisation calibration strategy

In the foilowing, it will be assumed that the dipoles of the VSRT telescopes are parallel

(++). The usual calibration strategy consists of the following steps:

1. The complex gain factors Gij (Le. dipole gain errors (qj) and phase errors (p)) are
determined by observing a strong calibrator, for which an accurate Selfcal model ex
ists. The determination is done separately for the X-dipoles and the Y-dipoles, using
equations nr (4). Note that any inaccuracy in the assumed value for Q will 6e inter

preted as a gain error. Also note that Grp and will be inaccurate by the value of

the “phase-zero difference (PZD)” between the X and Y dipoles.

2. The dipole angle errors A and ellipticities G are determined by observing a strong

unpolarised calibrator. This is done by means of NCALIB option POLAR CALC in
this section, using equations nr (5). The measured corrections are stored (as POLC)
in the set header of the SCN-file because they only change slowly in time.

3. The missing ‘phase-zero difference (PZD) between the X- and Y-dipoles is determined
with the help of a calibrator with strong U. The equations nr (5) are used again. It is
assumed that and Cyr, which determine the ‘leakage’ of the large 1-term into the
result, are negligible in this stage, and that V = 0. 1f this assumption is incorrect, this

will translate into a spurious V in later observations.

4. Ionospheric Faraday rotation may vary on much shorter timescales than the length
of the observation. This can be calibrated to a large extent by introducing external
information, obtained by ionosonde measurements. (see NCALIB part 1, option SET
FARADAY).

5. Ionospheric refraction affects the apparent position of the observed source. It can be
corrected with a SELFCAL model.

)& frhe WSRT instrumental p as tion is -durto the placement of the feed on

Jthe axis of the antenna with the help of the

‘ ri
jmulti parameter N_EWSTARsource model (see NMOflEL)

J -‘Tor the best resuits, it may be necessary to iterate two or three times, because one pair of
dipole errors (angle/ellipticity) may affect the determination of the other pair (gain/phase).
ilowever, the process will iterate to the correct result, because, in the case of parallel dipoles,

all four types of dipole errors are mathematically orthogonal to each other. This means that
one type of dipole error cannot be interpreted as another type, and stili give a consistent
result. Therefore, all four types can be determined independently.
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1.2 POLARisation equations

Each of the 14 WSRT telescopes has two perpendicular linear dipoles, X and Y. In the
existing frontends, the XY-dipole unit can be rotated over an arbitrary angle, The dipole
posïtion angle () is defined from North (# = 0 degr) through East ( = 90 degr). The
complex visibilty V12 that is measured with an interferometer consisting of two dipoles with
position angles and *2 can be written as (see Weiler, 1973):

Vn = G12 ( 1 [cos(1
— *2) — c12 sin@l — *2)]

+ Q [cos(1 + *2) — ‘112 sin(Øj + 02)]
± U [sin(’ + 02) + ‘112 cos(Øj + *2)]

— iV[sin(*j—*2) + t12 cos(Öi—0)]) (1)

in which 1, Q, U and V are the Fourier transforms of the corresponding Stokes parameters
of the observed source, and the G, t and ‘1 factors contain the four types of dipole errors:
phase(p), gain(q = log(g)), dipole angle error (A) and ellipticity(0). In the ideal case, they
are all zero. For small values of A and 0, second-order terms can be ignored, and we can
write: 2

12 = (A1 A2) — i(01+e2)
‘112 = (A1 + û2) — i(0j —02) (2)

= g 92 exp(—i(p1 — p2)) = exp(qj + q2 —
— p2)) (3)

1.2.1 Parallel dipoles (++)

In the ‘normal’ position (+) of the dipole unit, = 90 degr (east), and = 180 dcgr
(south). Usually the dipole units in all WSRT telescopes are set ‘parallel’ (++) to each
other. In this case, the equations reduce to a particularly simple form. Again ignoring
second-order terms, we get:

= G(1—Q)

= G(I+Q) (4)

Vxy = Gty (—UiVc 1)

Vyr = (U+W+c 1) (5)

in which V is the visibility measured between the X-dipoles of telescopes i and j, etc.
After calibration, 0 = 1 and t = 0, and the complex Stokes values can be calculated from
the observed visibilitjes:

1 = +(Vrr+Vyy)/2
n — _fl, _i, \IQ

— \rr 111fl! /

U — V V

iV -(V11 - )/2 (6)

1Equ 1 has LaTeX label .qu-pol-002
2u 2,3 have LaTeX labels .qrjo1-o04 .006
3Equs 4,5 have LaTeX labels .qu—pol—008,010
4Equ, 6 have LaTeX label .qrpol-014

/ -v \!
XL/ 7y ;/7
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In the parallel mode (++). the two sets of dipole errors (phase/ga and angle/ellipticity)
are mathematically orthoganal to each other. This means that/they can be determined
separately, without iniluencing each other. Nowadays (after a5ût 1983), the dipoles are
almost always parallel, and in the new frontends (after 1995), the dipoles can not even be
rotated any more.

1.2.2 X-Y Phase Zero Difference (PZD)

In the case of parallel dipoles (++), the complex gain errors of the X-dipoles and those of
the Y-dipoles are calibrated separately (l4 and V1, will usually not have enough signal
for calibration, because their dipoles are perpendicular). Since we only calibrate phase
differerzces, an arbitrary phase zero is assigned to the X-dipoles (pro) and the Y-dipoles

(Pya). These phase zeroes will cancel out for and,9gï. but not Gyr. Thus,
the latter will be multiplied by an unknown phase factqr lie socalled XY Phase Zero

Difference (PZD).

= 9: 9: exp(—i(pr
— pr))

Gyy = gy gy exp(—i(pv — Py)) (7)

= 9: 9 exp(—i(p1
—

p, + ))
= 9 9: exp(—i(py

— 1’: — V’)) (8)

in which = pro —
= PZD, and Pro is the common phase zero of all the X-dipoles.

Of course Gry is the complex gain of the interferometer made up of the X-dipole of telescope
i and the Y-dipole of telescope j, etc.

1.2.3 Crossed dipoles (+x)

Before 1983, polarisation measuremeots with the WSRT were usually carried out with
dipoles in the fixed telescopes (0-9) in the ‘normal’ position, and the dipoles in the movable
telescopes (A-D) rotated over 45 degr (x), with r = 45 degr and = 135 degr. The 40
standard (fixed-movable) interferometers were said to have ‘crossed’ (+x) dipoles. In this
case, the visbility equations take the following form: 6

Vr: = G:: (1(1
— er:) — Q(1 + ‘in) + U(1

— qrr) + tV(1
—

er:))

Vyy = (1(1 + e) + QU + qu,y) — U(1
— n) + iV(1 —

= G:y (I(lerv)+Q07:y)+U(1+rI:g)iV(1+ery))

14,: = (1(1
— e) — Q(1

— 7h,:) U(1 + — iV(1 + cv:)) (9)

With crossed dipoles, the signal-to-noise ratio of the xy/yx terms is similar to that of the
n/yy terms. This maken it possible to make a Redundancy calibration solution for all 28
dipoles simultaneously, but only :f we may assume that V = 0. In principle, this would open
the way to continuous polarisation calibration on the object itself, provided it bas enough
fiux.

However, crossed dipoles introduce a number of new problems that make them lens attractive:

• The two sets of dipole errors (phase/gain and angle/ellipticity) are no longer mathe
matically orthogonal to each other. This means that the phase solution will infiuence
the angle error solution, and the gain solution will influence the ellipticity solution.

5Equs 7,8 have LaTeX labels equ—pol-O16,O18
°Equs 9 have LaTeX label equ—pol-022



• For part of the telescopes, the four-petal clover-leaf pattern of instrumental polarisation
will be rotated by 45 degrees with respect to the sky and with respect to the four legs
that support the focus box. This complicates any calibration schemes for instrumental
polarisation.

These problems, combined with the fact that the phase-zero problem is not really avoided
(since a Redundancy solution is only possible if it has to be assumed that 1/ = 0) have led
to the practice to use only parallel dipoles.

1.2.4 Faraday rotation

When radiation passes througb a charged medium (like the ionosphere), the plane of linear
polarisation will be rotated”by the Paz aJay angle x:

zAt
Q = Q03 cos() + [Job, sin()
U = Uo&, cos(x)

— Q0&, sin(y)

Note that 1, V and P = are independent of x.
The Faraday effect is strongly frequency-dependent: x + frequ2.

— /0
0 gz ‘I&
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7Equs 10 have LaTeX label eqn—pol—024
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1.3 POLAR SHOW: Show corrections

The 56 correction factors (2 for each of the 28 dipoles) for angle errors and ellipticities that

are stored in the set header (as POLC, see SCN-flle description) can be viewed in a digestible

fo tin:

Ø POLAR_OPTION (CALC,SHOW.S5T.00PV.EDJT.Z = QUIT: j show

® SCAN..NODE (nod. nam.) = 3C147: <» 1
Ø

SETS (al. t. do) = “#0” 1 «a> For example

Set: #0

Position Eflipticity Rotation Orthog.

X(%) Y(X) XC.) YCh) (deg) (deg)

0 0.49 0.07 0.29 —0.23 0.16 —0.24

1 —0.48 —0.32 0.31 —0.40 —0.23 0.09

2 —0.35 —0.02 —0.12 0.16 —0.11 0.19

3 1.19 1.07 —0.26 0.22 0.65 —0.07

4 —0.46 —0.67 0.39 —0.49 —0.32 —0.12

5 1.54 1.74 —1.04 1.11 0.94 0.11

6 0.04 —0.10 —0.13 0.15 —0.02 —0.08

7 0.69 0.88 0.02 0.46 0.45 0.11

8 —1.11 —0.91 0.89 —0.70 —0.58 0.12

9 0.16 —0.41 —0.30 0.11 —0.07 —0.33

A —0.61 —0.40 0.38 —0.29 —0.29 0.12

8 —0.80 —1.67 0.35 —0.33 —0.71 —0.50

C 0.06 0.02 —0.06 0.25 0.02 —0.02

D 0.02 0.32 —0.28 0.44 0.10 0.17

The first two columns (position) give the dipole angle error, expressed as a percentage of

Ç7 3 grees. In the last two columns, these same numbers are interpreted as a position error
(Rotation) of the entire XY-dipole assembly in degrees, and a deviation from the nominal
Orthogonality between the X and Y dipole. This is useful, since the entire XY-dipole
assemply can be rotated as a whole for each WSRT telescope.

The ellipticities are also given as percentages of 360 degrees.
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1.4 POLAR CALC: Calculate corrections

The dipole angle errors Aj and ellipticities 8 are calculated using equations nr (5). A
strong calibrator is observed, which is known to be unpolarised (U = 0 and V = 0). It is
assumed that gain and phase have already been calibrated by other means (eg. Selfcal):

= = 1. Thus, the equations (5) reduce to:

12/1 = l2 = (‘ii — ‘2) —
«93 + 2) (ii)

with 1 = (V11 + V22)/2. The system of linear equations (one for each V and )4) can be

solved in a manner that is entirely analogous to the Redundancy solution for gain and phase
errors (see NCALIB part 2). The separate solutions for the real and imaginary parts now
gïve the A and O respectively.

Since the S/N of the V and V will be small, the least-squares solution will be more
accurate if more data (Sets and HA-range) are used. However. It must of course be assumed
that the and 9 values are the same for all these data. This is a fairly safe assumption,
since the causes for these dipole errors are ‘mechanical’, and vary only slowly in time. 1f the

L 1hatimated values are to be îiuifiiF for correction subsequent observations, they must at least
1 b’e constant for the duration of the cahbrator observatjon

Ø POLAR_OPTION (CALC SHOW SET COPY EDIT Z ) = QUIT calc

cfrj SCAN.NODE (node o.me ““: 3147

J_,Z//Pc5IÜLØLOOPS (n,inc,.) “t’ I<caH
T jsr Ø SETS (set, to do) = #0 The more data, the betier S/N

Ø HAJIANGE (DES) = .: <cli The more data, the Setter 5/N
All cross interferometers pre—selected

® SELECTJFRS (SeIect/deakct It,.) =

012345 6789A8CD

0 —+++++++++++++

1 —++++++++++++

2 —+++++++++++

3 —++++++++++

4
S
6
7
S
9
A
B
c —+

D

______

® SELECTJFRS (Solect/deselect ‘) = 1 «»1
Ø BASEL_CHECK (4) = 0.5 M: t<ca>I Redundancy criterion
Set: #0

Gain (1(j) constraints:
1 0 1 0 1 0 1 0 t 0 1 0 1 0 1 0 1 0
1 0 0 1 0 1 0 1 0 1
0 t 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
0 t 1 0 1 0 1 0 1 0

Phase (1(j) constraints:
—1 0 —1 0 —1 0 —t 0 —1 0 —1 0 —1 0 —1 0 —1 0
—1 0 0 1 0 1 0 1 0 t

0 —1 0 —1 0 —1 0 —1 0 —t 0 —1 0 —1 0 —1 0 —1
0 —1 1 0 1 0 t 0 t 0
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The only difference with a ‘normal’ (gain/phase) Redundancy solution is that these solutions

are for all 28 dipoles sjmultaneously. Therefore, the necessary constraint equations have 28

coefficients. The words ‘gain’ and ‘phase’ refer to the separate Real and Imaginary solutions.

The succession of dipoles is OX,OY,1X,lY,...etc.

The constraint equations arbitrarily set the average cilipticity and the linear gradient of Me

dipole angle ervan over the array to zero. Without further information, this may be the

most reasonable value. But if it is wrong it could affect the observations that are calibrated

with the results.

The result of CALC looks very much like the ouput of SHOW (see above), except that the

estimated accuracy (mean error) of the numbers is given in brackets.

Position Ellipticity Rotation Orthog.

XC?.) YCY.) XC?.) YC’h) (dag) (dag)

0 O.49( 0) 0.07( 0) 0.29( 0) —o.23( 0) 0.18 —0.24

1 —O.48( 0) —0.32( 0) 0.31( 0) —0.40( 0) —0.23 0.09

2 —O.35( 0) —0.02( 0) —0.12( 0) 0.16( 0) —0.11 0.19

3 1.19( 0) 1.07( 0) —0.26( 0) O.22( 0) 0.65 —0.07

4 —o.45( 0) —0.67( 0) 0.39( 0) —o.49( 0) —0.32 —0.12

5 1.54C 0) 1.74( 0) —1.04C 0) 1.11( 0) 0.94 0.11

6 0.04( 0) —0.10( 0) —0.13( 0) 0.1S( 0) —0.02 —0,08

7 O.69( o) 0.88( 0) 0.02( 0) 0.46( 0) 0.45 0.11

8 —1.11( 0) —0.91( 0) 0.89( 0) —0.70( 0) —0.58 0.12

9 O.16( 0) —0.41( 0) —0.30( 0) o.ii( 0) —0.07 —0.33

A —0.61( 0) —0.40( 0) 0.38( 0) —0.29( 0) —0.29 0.12

B —0.S0( 0) —1.67( 0) 0.35C 0) —o.sa( 0) —0.71 —0.50

C 0.06( 0) 0,02( 0) —0.06( 0) 0.25( 0) 0.02 —0.02

0.02(0.04) 0.32(0.04) —0.28(0.06) 0.44(0.06) 0.10 0.17

.—‘ The dipole corrections estimated by CALC will be added to the corrections that were applied

to the data when they were read in.

-yJqa1ZA
/Zcn’

t7t%
tij /
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1.5 POLAR SET: Set corrections manually

The user may specify values for the dipole angle errors Aj and ellipticity e manually. The

numbers given by the user are converted to internal format, and stored (as POLC) in the

headers of the given range of Sets. The default values are zero.

Ø POLAR_OPTION (CALC,SHOW.SET.COPY,EDtZ...) = QUIT:

® SCAN_NODE ..j = 3C147: 1 «»1
Ø SETS con.,. do) = “#0”: <CE> On%’ one Set in this exampk

Ø POL._ROTAN (dipol.
.

= 0,0,0,0,0,0,0,0,0,0,0,0,0, 0:

Specify the dipole positions Crotation angles) in degrees.

Ø POLJLOTAN (dipol. p...) = 0,0,0,0,0,0,0,0,0,0,0,0,0, 0: <CE>

Ø POL_ORTHOG cpoi. o... = 0,0,0,0,0,0,0,0,0,0, 0,0,0,0: 7

Specify the dipole orthogonalities in degrees.

Ø POL_ORTHOG (dipol. o,..) = 0,0,0,0,0,0,0,0,0,0, 0,0,0,0: I<c»

Ø POLJC..ELLIPS x .iiipo..a = 0,0,0,0,0,0,0,0,0,0,0,0,0, 0: W
Specify the X dipole ellipticity in 7..

Ø POLJC._ELLIPS (X cilipt. 4 = 0,0,0,0,0,0,0,0,0,0,0,0,0, 0:

Ø POL..Y..ELLIPS (Y euipt. .4 = 0,0,0,0,0,0,0,0,0,0,0,0,0, 0:

Specify the Y dipole eflipticity in 7,.

Ø POL_Y.LELLIPS (Y ellpt...) = 0,0,0,0,0,0,0,0,0,0,0,0,0, 0: <>

Set: #0

1.6 POLAR EDIT: Edit corrections

This is similar to POLAR SET above, except that the default values are the corrections
(POLC) that are already stored in the Set headers. Thus, the existing POLC corrections in

each Set header of the given range can be edited separately:

Ø POLAR_OPTION (CALC,SHOW,SET.COPY,EDIT,Z,.,) = QUIT: edit

Ø SCAN_NODE (ood. ono.) = 3C147: <CE>

Ø SETS (oct. to do) = “0” <CE> Only one Set in this example

Set: #0

Ø POL._ROTAN (dIpot. p,..) = 0,0,0,0,0,0,0,0,0,0,0,0,0, 0: <CE>

Ø POL_ORTHOG (dipal. = 0,0,0,0,0,0,0,0,0,0, 0,0,0,0: <CE>

® POL_JCELLIPS (X = 0,0,0,0,0,0,0,0,0,0,0,0,0, 0:

Ø POL_Y_ELLIPS (Y ellipo...) = 0,0,0,0,0,0,0,0,0,0,0,0,0, 0: j <CE>

1.7 POLAR ZERO: Zero corrections

For the specifled range of sets, the POLC corrections in the set header are set to zero:

® POLAR_OPTION (CALc,sflow,sET.copy,EDIT.z.
. -) = QUIT: 1 zeroj

® SCANJ’JODE (.,do .. = 3C147: [5çp

® SETS con.,. d,) = “0”: j <CE> .4U sets in job 0

Set: 0.0.0.0.0

Set: 0.0.0.0.1



1 NCALIB PART 3: POLARISATION CORRECTIONS 10

copy

The observed source

1f the calibrator observation is stored in the same SCN-flle (e.g, as job nr 1, while the
observed object is stored as job nr 0), the process runs as foflows:

® SCANNODE (node name) = 3C147:

____

® LOOPS (ober ...) = ““

® SETS (..%otodo)””

____

® INPUT.J’IODE (bopot node name) = <CR>

Ø INPUT..SETS oetato osij
= »0; Ii.o.o.o.o

1.8 POLAR COPY: Copy corrections from somewhere else

The polarisation corrections A and e are calculated with the help of a strong, unpolarised
calibrator source, using the option POLAR CALC (see above). In order to use these correc
tions to correct a real observation, they must be transferred (copied) from the Set header of
the calibrator to the Set header(s) of the observed object.

There are two possibilities: The calibrator observation (and thus the desired corrections)
may be stored in a separate SCN-file (node), or they may be stored in another ‘job’ of the
same SCN-file as the observerved object. Below, an example is given for both situations:

1f the calibrator observation is stored in a separate SCN-file:

® POLAR.OPTION (c.c,suow,ss,copy,snrr,z... = QUIT:

® SCAN..NODE (node name) = 3C147: [<cm 1
®LOOPS (ojn.o.j”” I<c>I
Ø SETS (netn to do) = ““: All sets of job 0

Ø INPUT..NOOE (lnpt.t node name) = S:

Specify the node name from which the corrections should ho calculated.
* indicates the same as the output node name.

® INPUT1ÇODE (bnpot node name) = .: 3C48 j Calibrator SCN-flle

® INPUT_SETS (net. to one) = ““: j#o First set of calibrator SCN-flle

Set: 0.0.0.0.0
Set: 0.0.0.0.1

Ø POLAR_OPTION (cM.c,sHow,sszcoPv,EDIT,z. .. = QUIT:

_____

1 <> 1
copy

The observed source

All sets of job 0

Same SCN-file

First set of job 1

Set: 0.0.0.0.0

Set: 0.0.0.0.1
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1.9 POLAR VZERO: X-Y Phase Zero Difference, assuming V=O

The VZERO option deals with the determination and manipulation of the Phase Zero Dif
ference (PZD) between the X and Y dipoles. It is invoked in the following way:

Ø POLAR_OPTION (CALC,SHOW.SET.COPY,EDIT,Z. = QUIT: [vzero 1

______

Ø VZERO_OPTION (CALC.APPZY.ASK.MANUAI.SC%N.COPV,QUIT) = QUIT: caic

1.9.1 POLAR VZERO CALC: Caleulate and show

An Phase Zero Difference (PZD) between the X-dipoles an the Y-dipoles affects the phase
of the complex gain factors and (but not and The PZD is determined
with the help of a strong calibrator source, which must have a relatively large U-component
of linear polarisation, and an accurately known amount of circular polarisation (V). The
latter is important, since a wrong value for V will be incorrectly interpreted as a PZD. Since
the V is difficult to measure accurately, it is safer to use a calibrator that ‘should not’ have
any circular polarisation: V = 0.

The algorith uses equations nr (5) and (8). It is assumed that the ‘leakage’ of the strong
t-term is eliminated by means POLAR CALC (see 7?): e = = 0. It is also assumed
that the gain and phase errors have also been weIl-calibrated: g = = 0. Thus,
equations nr (5) reduce to:

= —U exp(—i’)

= —U exp(+i.b) (12)

The calculation of the PZD angle (‘) is now quite straightforward. Because of the low S/N
of the ‘cross-terms’ V, as many data (Sets, HA-range) should be used in the estimation as
possible. iowever, the PZD may change with time.

® VZERO_OPTION (CALC.APPLY,ASK.MANUAU.SCAN,CQPY.QUIT) = QUIT: caic

® SCANJWODE (tade ..me) = 3C147:

_____

® LOOPS (nJuc..j =““:

Ø SETS . = *: <cii> The more data, the lower 8/N

Ø HA_RANGE (DEo) = *: <Cii> The more data, the lower S/N

® SELECTJFRS (S..ct/d.tekct list) = <Cii>
Set: 0.0.0.0.0
Set: 0.0.0.0.1

The resulting PZD angle is given as follows:

A complex angle o! 0.02—0.001(0.01+0.001) or —0.82 degrees
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1.9.2 POLAR VZERO APPLY: Calculate, show and apply

The PZD angle is ‘applied’ by adjusting the phase in the ‘other corrections’ (OTHC) in the
Scan headers. This is done for the entire specified range (Sets and HA-range),

Ø VZERO_OPTION (CALC,APPLY,ASK,MANVAISCAH,COPY,QUIT) = QUIT: apply

Ø SCAN_NODE (nod. nam.) = 3C147: <CE>

® LOOPS (ninci..) = ““: [<cjJ

Ø SETS (neti to do) = “#0”: I<cE>I
Ø HASANGE (DEG) = : <CE>

® SELECTJFRS (StI/d...l.ct 1’) = <CE>
A complex angle of 0.02—O.00I(0.01+0.00I) or —0.82 degrees

1.9.3 POLAR VZERO ASK Calculate, check with user, and apply

The user may influence the result by giving another PZD, which will be ‘applied’ for the
entire specified range (Sets and HA-range). The default is the calculated value,

Ø VZERO ..OPTION (CALC.APPLY,ASK,MANUAL,SCAN,COPV,QUTT) = QUIT: f7J
® SCAN_NODE (nod.oanq) = 3C147: I<ca>I
® LOOPS (,,Inor.) =““: RR>1
® SETS (..t.tad.) = “#0” Rca>I
Ø HASANGE (DED) ‘ê; <CE>

® SELECTJFRS (5.I.c/d..d.tt 1h.) = 1 <cE>j
A complex arigle of 0.02+0.001(0.01—0,001) or 0.19 degrees
Ø VZERO.PHASE (X.V dhhs.r....) = 0.1859503: User may gzve anoiher value here
Specifies the X—Y dipole phse differenece in degrees.

Ø VZERO_PHASE (X.Y dIfln.oc.) = 0.1859503: <CE Un the calculated value

1.9.4 POLA!?. VZERO MANUAL: Ask for and apply

The PZD angle given by the user is ‘applied’ to the entire specified range (Sets and NA
range). The default value is PZD = 0 degr.

Ø VZERO_OPTION (CALC,APPLY,ASK,MANOAL,SCAN.COPV,QUIT) = QUIT: manual

Ø SCAN_NODE (.,d. nam.) = 3C147: ç>j

® LOOPS (n.c.) = ““: I<ca>I
® SETS (.eI. do) = “#0”: <CE>

Ø HASANGE (DEG) = <» 1
® VZERO_PHASE (X.Y dhtt.,.nc.) = 0: (Iser specifles PZD = —1 degr

1.9.5 POLA!?. VZERO SCAN: Calculate and apply on a per-scan basis

The change of the PZD angle as a function of time can be studied by estimating it for each
Scan (HA) separately. The S/N of the estimation will necessarily be low.

Ø VZERO _OPTION (CALC,APPLY,ASK,MÂNUAL.SCAN,COPY.QUIT) = QUIT:

® SCAN_NODE (nod. n.m.) = 3C147: <CE>

® LOOPS (ajoc, ....) = ““: «»1
Ø SETS .,i.oo do) = “#0”: <CE>

Ø HA_RANGE (050) = *: <CE>

® SELECT_IFRS (S.Iech/d..eI.ct ho.) = ““: <CR>J
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1.9.6 POLAR VZERO COPY: Calculate from input and apply to output

The PZD angle is calculated with the help of a strong, unpolarised calibrator source. In
order to use it to correct a real observation, It must be transferred (copied) from the Scan
header(s) of the calibrator to the Scan header(s) of the observed object.

There are two possibilities: The calibrator observation (and thus the desired corrections)
may be stored in a separate SCN-file (node), or it may be stored in another ‘job’ of the
same SCN-file as the observerved object. NB: In the latter case, it could even be the same
observation! In both cases, the PZD is calculated from a range of data (Sets and HA-range)
in the INPUT...NODE, and ‘applied’ (i.e. stored as ‘other corrections’ (OTHC)) to the Scan
Headers in the SCAN..NODE. In the following example, the calibrator is stored in the same
SCN-file as job nr 1, while the observed object is stored as job nr 0):

Ø VZERO_OPTJON (CALC,APPLY,ASK,MANUAL,ScAtJ,cOPY,QUIT) = QUIT: [copy

Ø SCAN..NODE (.ode name) = 3C147:

____

SCN-flle
®LOOPS (n,inco= [5çR>

Ø SETS .etsoo do) =“.“: jO.*.*.*.*I Appig PZD to all Sets of Job arD

Ø INPUT..NODE Qnpot node nam.) = ““ W
Specify the node name from uhich the corrections should be calculated.
* indicates the same as the output node name.

Ø INPUT_NODE (inpot node name) = ““: The same SCN file (node)

® INPUT..SETS (netn to o.e) = i.*.*.*.*I Un all Sets of job nr 1

Ø HA.RANGE DEo) = *:

______

Use all Scans in these Sets

0123456789ABCD
o
1 —++++++++++++

2 —+++++++++++

3 —+++++++t++

4
S
6
7
8
9
A
B
c
0

® SELECTJFRS (Select/denetect lire) = ““: Use all interferometers

A complex angle of O.02+O.00I(O.O1—O.00I) or 2.49 degrees

Warning: Remember that the PZD may partly be an artifact of the separate phase/gain
calibration of the X-dipoles and the Y-dipoles. This may lead to a different PZD angle
for the calibrator and the subsequent observation. The difference may be several degrees,
which is much greater than the accuracy that is required for the measurement of very small
percentages of circular polarisation. However, the measured V may be more accurate if the
observed object is extended, which will often be the case. But the truth of the matter is
that, even though the WSRT may offer the best conditions for very accurate polrisation
measurements, the PZD problem is essentially unsolved.
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NCALfl3 PAHAMETERS (KEYWORDS) 2

file u.e,5jnao,damnaegle.cookboekjprofZ_NCALlB.lce

1 NCALIB parameters (keywords)

The foflowing deseription of the program parameters is also available as on-line HELP. The
text has been slightly modified (clarified) where necessary.

OPTION (REDUNDANCY,POLARISET,SHOW.QUIT)
Specify action to perform:
- REDUNDANCY: make redundancy and/or align or selfcalibration solution
- POLAR: polarisation corrections
- SET: set (or zero) redundancy,... corrections
- SHOW: show (0fl printer) average corrections in specifled set(s)
- QUIT: finish

• POLA&OPTION (CALC,SHOW,SET,COPYEDIT,ZERO,VZERO,QUIT)
Specify action to performon polarisation corrections:
- CALC: calculate corrections
- 5110W: show corrections
- SET: set corrections manually
- COPY: copy corrections from somewhere else
- EDIT: edit corrections
- ZERO: zero corrections
- VZERO: calculate etc X-Y phase difference assuming V=O
- QUIT: finish

• VZEROMPTION (CALC,APPLY,ASK,MANUAL,SCAN,COPY,QUIT)
Specify action to performon polarisation corrections:
- CALC: calculate and show X-Y phase difference
- APPLY: calculate, show and apply X-Y phase difference
- ASK: calculate, check with user and apply X-Y phase difference
- MANUAL: ask for and apply X-Y phase difference
- SCAN: calculate and apply on a per-scan basis the phase difference
- COPY: calculate from input and apply to output the phase difference
- QUIT: finish

• SET.DPTION (ZERO,MANUAL,COPY,LINE,EXTINCT,REFRACT,FARADAY,RENORM,QUIT)

Specify action to performto set corrections in data:
- ZERO: zero corrections
- MANUAL: copy corrections from manual input
- COPY: copy corrections from somewhere else
- LINE: copy all corrections from corresponding continuum channel
- EXTINCT: set extinction
- REFRACT: set refraction
- FARADAY: set Faraday rotation
- RENORM: renormalise telescope corrections
- QUIT: finish

• MWEIGHt.TYPE (STEP,GAUSSIAN,TRIANGLEISTEP,IGAUSSIAN,ITRIANGLE)

Specify the type of weight to be applied as function of baseline:
- STEP: a block like function
- GAUSSIAN: a gaussian like function
- TRIANGLE: a triangular function
- T...: 1-specifled function
The next guestion will asked the parameters
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• MWEIGHT_DATA (centre, halfwidth in m)
Specifv the centre and the lialfpower-halfwidth of the model weight fuciction to be
applied in meters of baseline.

• ALIGN_OPTION (SELFCAL,ALIGN) (type)
Specify selfcai type to do:
- SELFCAL: use liie model to constrain the redundancy solution
- ALION: use the model to solve constraints after redundancy solution

• FORCESREEDOM (gain,phase)
Specifi if you want to force the constraint equations for the align solution. or of the
program shouid determine them from the specified interferometers

• GAINYREEDOM (gain grouping)
Specify the gain groups to be soived as constraint. * means one constraint (equai
to 1,1,..); to solve e.g. separate gains for fixed and movabie teiescopes specify:
1,1,1,1,1,1,1,1,1,1,2,2,2,2

• PHASESREEDOM (phase grouping)
Specify the phase groups to be soived as constraint (ie. as siopes). * means one
constraint (equal to 1,1,...); to soive eg. separate phase siopes for fixed and movable
telescopes specify: 1,1,1.1,1,1,1,1,1,1,2,2,2,2

• GAIN.J”JORM (gain telescopes)
Specify the telescopes to iise as a base for renormalising the telescope gains. * means
all. Telescopes selected should have a value >0 at seiected position. Eg. 0,1,0,1,0
means telescopes 1 and 3

• PHASE..NORM (phase telescopes)
Specify the telescopes to use as a base for renormalising the telescope phases. * means
all. Telescopes selected should have a value >0 at selected position. Eg. 0,1,0,1,0
means telescopen 1 and 3

• HAJNTEGRATION (Scans to combine)
Specify the number of scans to combine before solving.
Default value(s): 0 /ASK

• GALNJC (gain corrections X)
Specify the gain corrections for X as a factor (1= no correction). The corrections are
additive to any existing

• GAIN_Y (gain corrections Y)
Specify the gain corrections for Y as a factor (1= no correction). The corrections are
additive to any existing

• PHASEJC (phase corrections X)
Specify the phase corrections for X in degrees. The corrections are additive to any
existing

• PHASE_Y (pliase corrections Y)
Specify the phase corrections for Y in degrees. The corrections are additive to any
existing

• EXTINCTION (extinction-1, function freq(GHz))
Specifies the extinction coefficient (or rather 1-coefficient) as a function of frequency
in 0Hz. The three values are the constant term, the linear and the quadratic term.
Defauli value(s): .00557,. 00461,-. 000544

• REFRACTION (refraction-1, function freq(GHz))
Specifies the refraction coefficient (or rather 1-coefficient) as a function of frequency
in GHz. The three values are the constant term, the linear and the quadratic term.
Defavlt valne(s): .00031,O.,0.
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• FARADAYYILE (Faraday rotation data file)
Specify the name of a file wïth Faraday rotation data if you want to have Faraday
corrections. The file is a normal ASCIJ file. Each line should have 2 numbers separated
by a comma. The first is an hour-angle in degrees, the second the Faraday rotation in
degrees at 1 GHz.

• POL.ROTÂN (dipole position)
Specify the dipole positions (rotation angles) in degrees.

• POL_ORTHOG (dipole orthogonality)
Specify the dipole orthogonalities in degrees.

• POLJC_ELLIPS (X ellipticity)
Specify the X dipole ellipticity in %.

• POL_Y..ELLIPS (Y ellipticity)
Specify the Y dipole ellipticity in %.

• VZEROJ’HASE (X-Y difference)
Specifies the X-Y dipole phse differenece in degrees.

• QDETAJLS (more details?)

Specify if you want to specify some details

• BASEL_CHECK (f.1) (Basdine deviation allowed)
Specify the ma.ximum deviation between baselines for them to he considered the ‘same’.
Default value(s,): .5

• WEIGHTJvIIN (Minimum weight accepted)
Specify the minimum relative weight of a data point that is still acceptable. The
weight is relative to the maximum weight in the same scan, and in most cases can
be seen as the minimum data amplitude accepted as fraction of the maximum in the
scan.
Default value(s): 0.01

• FORCE_PHASE (DEC) (Force phase-zeroes)
Force for all telescopes an initial phase zero. This is useful for pathological cases.

Default value(s): Û,O,0,O,0,O,0,O,0,0,0,0,O,0

• CONTINUITY (Continuity in solution (Y/N))
Specify if continuity in gain solution wanted. 1f not, the initial guess for the solution
will be 0 (gain) and the forced phases (phase), else the solution found in a previous
scan.
Default value(s): YES

• SOLVE (Solve for gain, phase (Y/N))
Specify if solution for gain and/or phase wanted.
Default value(s): YES,YES

• COMPLEX (Complex solution (Y/N))
Specify if a complex solution of gains wanted
Defa uIt value(s): YES

• CHECKS (Maximum deviations)
Specify (not used in the programs):
-the maximum phase deviation per individual data point, specified
rejative to the solution mean error
-the allowable phase mean error relative to the gain mean error
for the same scan solution
-the mean error allowed per scan, relative to the average mean error
for all scans already solved.
Default value(s): 5,5,3
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• NGEN keywords, subset of COMMON keywords
See COMMON keyward descripiions: NGEN shbset
NGEN kcywords are:
- LOG
- RUN
- DATAB
- INFIX
- APPLY
- DE.APPLY
- LOOPS
- DELETE.NODE

• MODELMPTION
See NMQDEL keyword descriptions
MODEL keywords are:
- MODELflPTION
- MODELACTION
- SOR’LTYPE
- SORtFIELD
- SORtCENTRE
- EDIT5IELD
- EDItVALUE
- CON VERTJO
- SOURCE
- SOURCENUMBER
- SOURC&LIST
- SOURCEJIANGE
- SOURCLFACTORS
- INPOLQ,U,VAOO
- INPOLQ,U,VAOO
- INPOLQ,U,V_1000
- JNPOLQ,U,V_2000
- INPOLQ,U,V_4000
- INPOLQU,VJ0000
- {NPOLQU,Vi00000
- BEAMSACTORS
- DELET&LEVEL
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1 The program NMODEL

The program NMODEL allows the user to manipulate the Selfcal source model. The latter

consists of a list of multi-parametersource components and CLEAN components. In general,

the model will be stored in an ,MDL file, which may also contain the observing frequency

and the coordinates of the field centre. But when a source model is Fourier transformed to

its uv-representation and stored in a uv-data (SCN) file, a copy of the the component model

is also stored with it. For a more detailed description of model components, see the section

‘Description of the MDL file’ in this cookbook.

1.1 Overview of NMODEL options

The main ‘actions’ (keyword ACTION) of the program NMODEL are listed below. On the

adjoining page is a list of options for general model ‘handling’, which are available in any

program that uses models from MDL files. The distinction between the two is not always

very dear.

• HANDLE: general model handling (see MODEL_OPTION on the next page).

• HELP: some explanation on model lists.

• flND: find point sources in map(s) in WMP file(s).

• UPDATE: improve poeitions and intensity of source components (but not CLEAN

components) automatically, using uv-data and the uv-model in a SON file.

• XUPDATE: like UPDATE, but for parameters of extended sources.

• FROM_OLD: convert old (R-series) format source list (use fl1950 or Apparent by

preference)

• TO_OLD: convert to old (11-series) format source list

• CONVERT: convert source list from epoch to epoch, or to a different coordinate

system. 1f the coordinates of the field centre are not known (local mode), they may

be obtained from the relevant SCN file.

• BEAM: correct model components for primary beam attenuation. See NMODEL
keywords for default ‘beam factor?. 1f the observing frequency is not known (local

mode), it may be obtained from the relevant SCN file.

• DEBEAM: the reverse operation of BEAM (above)

• SAVE: save model data in SCN file

• GET: get model from SCN file

• NVS: convert a MDL node to a newer version ifa program change necessitates It (you
are warned when this is the case).

• CVXL: convert a MDL node into the current machine’s data format. NB: 1f a MDL
node is copied from one machine to another in FTP, always set binary (=image) mode

• QUIT: quit the program NMODEL
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1.2 Overview of model ‘handling’ options.

In various NEWSTAR programs (NMODEL, NCALIB, NMAP etc) the user is able to ban
dJe the list of model components in various ways. The keyword often used is MODEL_OPTION:

• READ/WRITE: Read/write from/to an external MDL file

• CLEAR: Clear the source component list, while resetting reference coordinates

• ZERO: Empty the source component list, but keep the coordinates of the field centre

and frequency.

• SHOW/LIST: Show source list on terminal screen, or both terminal and LOG-file.

• RSHOW/RLIST: Show source list in RA/DEC coordinates

• TOT: Show source list statistica

• ADD: Add sources to the list by hand.

• cALm: Convert the source list by scaling intensities and/or moving l,m positions.

• EDIT: Edit the sources in the list (an amplitude of zero will delete the source)

• FEDIT: Edit a ‘field’ (parameter) for a range of sources

• MERGE: Combine sources components that have the same position

• SORT: Sort the source list in decreasing amplitude (sorting will always precede a
write)

• FSORT: Sort on a specifled leId’ (parameter) in the source list

• DEL: Delete sources

• DNCLOW: Delete non-CLEAN components with low amplitudes

• DCLOW: Delete CLEAN components with low amplitudes

• DAREA: Delete sources in specified area
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1 NMODEL parameters (keywords)

The following description of the program parameters is also available as on-line HELP. The

text has been slightly modified (clarified) where necessary.

• ACTION
Specify action to perform:
- HANDLE: general model handling
- HELP: some explanation on model lists
- EIND: find sources in map
- UPDATE: update sources
- XUPDATE: update source extensions
FROM_OLD convert old format source list (use B1950 or Apparent by preference)
- TO_OLD: convert to old format source list
- CONVERT: convert source list from epoch to epoch or coordinate to coordinate

- BEAM: correct sources for primary beam
- DEBEAM: de-correct sources for primary beam
- SAVE: save model data in SCN file
- 0fl: get model from scan file
- NVS: make new version of model file if necessary
- CVXL: convert formats between machines
- QUIT: finish

• MODELflPTION
Specify action:
- READ/WRITE: Read/write from/to an external source file
- CLEAR: Empty source list, with resetting reference coordinates
- ZERO: Empty source list, without resetting reference coordinates
- SHOW/LIST: Show source list on terminal, or both terminal and LOO
- RSHOW/RLIST: Show source list in RA/DEC coordinates
- TOT: Show source list statistics
- ADD: Add sources to list
- CALIB: Calibrate the source list to new ampl/position
- EDIT: Edit source list (an amplitude of zero will delete the source)
- FEDIT: Edit a field in a range of sources
- MEROE: Combine sources at same position
- SORT: Sort source list in decreasing amplitude (sorting will always
- : precede a write)
- FSORT: Sort on a specified field in source list
- DEL: Delete sources
- DNCLOW: Delete non-clean sources with low amplitudes
- DCLOW: Delete clean components with low aniplitudes
- DAREA: Delete sources in specified area
- QUIT: Ready

• CONVERTTO (B1950,APPARENT,LOCAL)
Specify the output source list type.

• MODEL.ACTION
Give 4 answers to specify the combined model/scan action. The first answer can be:
- MERGE: merge the model saved in the scan with the model specified,
- : and save the given model in the scan
- ADD: use the model saved in scan, and add the model specifled,
- : and save the sum of the two in the scan
- NEW: save the model specified in the scan
- TEMP: use the model specified only, and do not save in scan
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- INCH.: use the model saved in scan, and add the model specified,
- : wilhout saving anything in scan
The second answer can be:
- BAND: correct model for bandsmearing (except 1f clean component)
- NOBAND: do not correct for bandsmearing
The third answer can be:
- TIME: correct model for time smearing (except if clean component)
- NOTIME: do not correct for handsmearing
The fourth answer can be:
- INPOL: correct model for instrumental polarisation
- NOINPOL: do not correct for instrumental polarisation

• SORtTYPE (INCREASING,DECREASING)
Specify the type of sorting wanted on the model list.

• SORTSIELD (J,L,M,LM,ML,ID,Q,U,V,SI,RM,LA,SA,PA,BITS,TVP,CC,TP2,DIST,POL)

Specify the field on which to sort:
- 1: amplitude
- L,M: lor m
- LM,ML: 1 and in, or in and 1
- ID: identification
- Q,U,V: Q or U or V
- SI,RM: spectral index or rotation measure
- LA,SA,PA: long or short ads, position angle
- BITS: bits (ie. if source is extended or has polarisation)
- TYP: source type (0 is the standard)
- CC: clean component
- TP2: reserved
- DIST: distance to a specified centre
- POL: polarised intensity

• SORT..CENTRE (Centre l,m for SORT)
Specify the centre Im values (in arcsec) for a distance sort.

• EDITSIELD (I,L,M,ID,Q,U,V,SLRM,LA,SA,PA,BITS,TYP,CC,TP2)
Specify the fleld to edit:
- 1: amplitude
- L,M: 1 or m
- ID: identification
- Q,U,V: Q or U or V
- SI,RM: spectral index or rotation measure
- LA,SA,PA: long or short aids, position angle
- BITS: bits (i.e. 1f source is extended or has polarisation)
- TYP: source type (0 is the standard)
- CC: clean component
- TP2: reserved

• EDITNALUE (edit value)
Specify the value to set in specified edit field.

• SOURCE..NUMBER (Source number)
Specify the number of the source to be acted upon.

• SOURCEJSIST (Source number list)
Specify a list of source numbers to be acted upon, 1f * a range will be asked for.

• SOURCE.RANGE (Source number range)
Specify the start and end source number. * indicates all.

• SOURCE (I,l,m,id,Q,UV,lax,sax,pa,si,rm,rs)
Specify the source parameters:
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- 1: in W.U.
- 1 offset: in arcsec
- m offset: in arcsec
- id: identification number
- Q: in 7e

- U: in 7e

- V: in %
- long axis width: full halfwidth in arcsec
- short axis width: full halfwidth in arcsec
- pa: position angLe long axis in degrees (N thru E)
- si: spectral index (f.*si)
- rm: rotation mensure (rot = rm#c/fl*.2)) in rad/m**2
- rs: reserved

• SOURCESACTORS (An/Ao,dl,dm)
Specify the calibration parameters:
- An/Ao: new/old amplitude
- dl: new-old 1 in arcsec
- dm: new-old m in arcsec

• DELETEJ,EVEL (low level)
Specify the level below which (absolutely) the source should be deleted

• DELETE..AREA (l,m,dl,dm arcsec)
Specify the area in arcsec in which all sources should be deleted

• BEAMSACTORS (Beam factors)
Specify factors to be used in (de-)beaming. 6 pairs should be specified. The first ofeach
pair is a frequency in Mllz up to which the factor holds (frequencies should increase),
the second the factor to be used in the formula: cos( factor*freq(MHz)*angle(degreesfl**6

Defauli value(s): 500,. 0629,10000.065,2000,0.065,4000,0.065,8000

• INPOLQIIOO (Instrumental pol.)
Specify the instrumental polarisation. INPOL* asks for Q, U and iV. The value
following the - gives the maximum frequency (MHz) for which the values hold. The
formula is used:
- : AO+A1(al sin p +bl cos p)+A2(a2 sin 2p + b2 cos 2p), with:
- : Ai=Ci sin(Di.f.r)**2
The first 6 values give the Ci,Di pairs, the remaining 4 the ai,bi pairs. p is the position
angle from North through East; r the distance from the beam centre in degrees, f the
frequency in MHz
DefaniL value(s): -. 003137,.0024037,. 01159,.0088832,.02139,.00278
INPOL keywords are:
- INPOLQ,U,VAOO
- INPOLQ,U,V..400
- INPOLQ,U,V_1000
- INPOLQ,U,V2000
- INPOLQ,U,V..4000
- INPOLQ,U,VJ0000
- INPOLQ,U,VJ00000

• OLDSILE (old model filename)
Specify the filename of an old format RMODEL file that will be read (FROM) or
written (TO). Cive the full file name, possibly as obtained from DATAB if on the
VAX, and after creation use DATAB on the VAX to connect it to node.

• CALIBRATORS (List of sources or
Specify the source numbers to be used as calibrators.

• REFERENCEDATA (L4, DEC, Freq, rot.)
Specify (in degrees) the RA, DEC and precession rotation angle for the new reference
source list position, and the spectral index reference frequency (MHz).
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• REFERENCESREQ (MHz)
Specify the spectral index refcrence frequency (MHz)

• OUTPUT_NODE (Optional output model node)
Specify the name of the node in which the updated model should be written. 1f none
given, the program will ask for user action.

• MAPJ4IMIT (relative limit)
Specify the lowest lima with respect to the maximum in the map that will be considered
a valid source

• MAXNUMBEK (maximum number to add)
Specify the maximum number of sources that will be found

• ID_START (identification number)
Specify the start of the ID number to be used in the source list.

• NGEN keywords, subset of COMMON keywords
See COMMON keyword descriptions: NGEN subset
NGEN keywords are:
- LOG
- RUN
- DATAB
- INFIX
- APPLY
- D&APPLY
- LOOPS
- DELETEI4ODE





Description of the program NGCALC
Part of the NEWSTAR Cookbook

J.E.Noordam (editor)

September 10, 1992

This document represents an intermediate update of a part of the NEWSTAR (Netherlands East
%Vest Synthesis Telescope Array Reduction) Cookbook, and bas been generated at the date printed
above. It should ho kept with your latest full release of the Cookbook until the neit one appears.
Cross-references to other parts of the Cookbook are not possible here of course, and have been
replaced by ‘?‘.

Contents

1



1 ThE PROGRAM NGcALC 2

01e u.e.IInootd.m.,cr1c.cokbookIpratJ4GCÂLC.le.

1 The program NGCALC

1.1 Overview of NGCALC options

The NGCALC keyword ACTION can have the following responses:

• NODE: switch data node

• EXTRACT: extract information from SCN file into NGF file

• SHOW: show information in NOF file

• BRIEF: show one line information of plots in NGF file

• MERGE: merge a number of plot sets into a single NGF file

• COMBINE: combine info in NGF file(s) into new NGF file

• TRANS: interchange frequency and HA axes (rough version, in which bands are
translated into NA’s and vv

• CALC: do some calculation en an NGF file

• COPY: copy info from other NGF file

• MONGO: produce NGF file info into a MONCO readable file

• PLOT: plot NGF file(s)

• DELETE: delete NGF file(s)

• CVX: convert NGF file from other machine’s format to local format

• NVS: update to latest NCF file format

• QUIT: leave the program

1.2
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1 NGCALC parameters (keywords)

The following description of the program parameters is also available as on-line HELP. The
text has been slightly modified (clarified) where necessary.

ACTION
Specify the action to be performed:
- NODE: switch data node
- EXTRACT: extract information from SCN file into NOF file
- SHOW: show information in NGF file
- BRIEF: show one line information of plots in NGF file
- MERGE: merge a number of plot sets into a single NGF file
- COMBINE: combine info in NGF file(s) into new NGF file
- TRANS: interchange frequency and HA axes (rough version, in which bands are
- translated into TJA’s and vv
- CALC: do some calculation on an NGF file
- COPY: copy info from other NOF file
- MONGO: produce NGF file info into a MONGO readable file
- PLOT: plot NGF file(s)
- DELETE: delete NGF file(s)
- CVX: convert NGF file from other machine’s format to local format
• NVS: update to latest NGF file format
- QUIT: leave

OUTJ”TODE (Name of output data node)
Specify the name of the node to which the data should be copied. An * indicates the
same node as the input node. Note that the node name can be preceded with dev:[dir..J
(or /dev/dir... if Unix). The specifled dev and/or directories will become the default
database for all node related names. Atstart of program the default is the current
directory. The database specified should be an existing directory. By placing part of
the node name in parentheses O the string defined in such a way can in subsequent
node questions be referenced with a

.
Hence the following inputs will translate as:

- ngcl2O4.2lcm.long: ngcl2O4.2lcm.long
- [dwl.ger.ngcl2O4jngcl2O4.9Ocm.short: (dwl.ger.ngcl2O4Jngcl2O4.9Ocm.short
- (ngcl2O4.2lcmjlong: [dwl.ger.ngcl2O4Jngcl2O4,2lcm.long
- a.long: [dwl.ger.ngcl2O4]a.ngcl2O4.2lcm.long

• POLAR (XYX,XY,YX,Y,X) (polarisation info)
Specify the polarisation info to obtain:
- X: XX only
- Y: ‘fl’ only
- XY: XX and \T
- YX: XY and YX
- XYX: all four combinations

• EXTRACT.JYPE (TCOR,ICOR,DATA,MODEL,WEIGHT,QUIT) (data type)
Specify the datatype to extract from SCN file:
- TCOR: Telescope based corrections
- ICOR: Interferometer corrections
- DATA: Data from scan
- MODEL: Model from scan
- WEIGHT: Weight from scan
- QUIT: leave

• CALC_TYPE (AVER,SMOOTH,POLY,DPOLY,NULL,QUIT) (cakulation type)
Specify the action to be performed on plot(s):
- AVER: average a plot file
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- SMOOTH: triangular smoothing of plot data
- POLY: calculate polynomial through plot data and output residuals
- DPOLY: output residuals if known polynomial subtracted from data
- NULL: set datapoints to deleted in plot(s)
- QUIT: Leave
- Note:: All calculations are done with complex numbers. To use eg. only
- : amplitude, convert ii first with an expression= AMPL(#..)

• UA_WIDTH (DEG) (smoothing width)
Specify smoothing halfwidth of triangular smoothing function in degrees Hit

• POLY.N (polynomial degree)
Specify degree of polynomial to solve.

• POLY_COEF (polynomia] coefficients)
Specify polynomial coefficients.

• PLOTTER (QMSQMSP.REGIS,FREGIS,EPS,EPP,PSL,PSP,BITI,81T2,BIT3,X1 1USE1,USE2)

(plotter to use)
- QMS: QMS laser printer in landscape orientation
- QMSP: QMS laser printer in portrait orientation
- REGIS: graphics VT terminal
- FREGIS: (t) REGIS to file
- EPS: encapsulated PostScript for use in textprocessors etc
- EPP: EPS in portrait mode
- PSL: Postscript (do not use often, especially not for halftone: slow!)
- PSP: PostScript in portrait mode
- BITJ: (t) bitmap for 100 dpi
- BIT2: (*) bitmap for 200 dpi
- BITS: (t) bitmap for 300 bpi
- Xli: (t) Xii terminal

• HA.SCALE (HA plot scale dcgree/cm)
Specify the HA scale in degree/cm.
Defauli value(s): 15.

• SCALE (plot scale units/mm)
Specify the scale in units/mm.
DefavU value(s): 10.

• OFFSET (plot offset in units)
Specify the plot zero point offset in units (e.g. 1 will draw (data-i) in stead of (data)).
Defauli value(s): 0.

• TELESCOPES (Telescope(s) to select)
Specify the telescopes to be selected: Select 1 or more telescopes by typing a string of
characters consisting
- : of a combination of 0123 ABCD
For all telescopes: t

DefauU value(s): *

• PLOTS (plots to do)
Specify the plots to do:
- #k: eg. #32 do the specified sub-plot
- i.j...: e.g. 0.1.2 do the specified plot
All of the k,i,j,.. can be an t, indicating all at that level. Non-specified sub-levels are
assumed to be t. ij.. can also be specified as a loop: nl-n2 or ni- or nl-t means all
plots in range nl-n2 inclusive or nI-infinite nl[-..]:n3 means the specified range (or -*
if omitted) with an increment n3 (default increment is 1): .5-1-7:2 means all of 0.5.1,
0.5.3, 0.5.5, 0.5.7, 0.6.1
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PLOTSET (plot to use)
Specify the plot to use in the expression:
- #k: eg. #32 use the specified sub-plot
- i.j...: eg. 0.1.2 use the specified plot
All of the kij.. can be an *, indicating all at that level. Non-specified sub-levels are
assumed to be ** NOTE: In the expression only the logical first plot will be used

• EXPRESSJON
Specify the expression defining the new output plot. In general the expression should
be enclosed in”. Elements of an expression can be: constants (e.g. 5, -1.23E-12), #nn
(e.g.20) to indicate a plot with an internal identiflcation of 20, ##nn (e.g.#20) as
#nn without loop update, functions, or expression enciosed in (). Operators, in order
of decreasing priority (results of logical and relation expressions: 0. (False), 1. (Truc)):
+,-; **; *,/; +,-; >=,<=,=,<,>,<>; <>; St; !. Functions (angles always in degrees):
ATAN(x), ATAN(sin,cos), SIN(x), COS(x), ASIN(x), ACOS(x), EXP(x), EXP1O(x),
EXP2(x), LOG(ij LOG10(x), LOG2(x), Pl, EE, HA, UT, ABS(x), FLOOR(x),
CEIL(x), ROUND(x), INT(x), FRACTC ), REAL(x), IMAG(x), IMUL(x), AMPL(x),
PHASE(x), SQRT(x). Examples:
-(SQRT(REAL(#0)n2+IMAG(#0)n2)+.5E3)/PI
-2*(#12<=0)+2*(#12>0) (will clip to -2 and +2 levels)
Note: All calculations done on complex data; comparisons on absolute value. Loops
are incorporated in standard way.

• FJLE.ÂCTION (LAYOUT,SIIOW,EDIT,CONT,QUIT)
Specify action to perform:
- LAYOUT: give layout of file
- SHOW: display all fields in file header
- EDIT: edit fields in file header
- CONT: continue with set headers
- QUIT: finish this node

• PLOT..ACTION (NEXT,SHOW,EDIT,CONT,QUIT)
Specify action to perform:
- NEXT: do next specified plot
- SHOW: display all fields in plot header
- EDIT: edit fields in plot header
- CONT: continue with plot data
- QUIT: finish this plot

• DATAACTION (S,A,P,Q)
Specify action to perform:
- S[how]: show detailed plot data
- A[mpl]: show amplitude of plot data
- P[hasej: show phase of plot data
- Q[uit]: quit data part

• PLOTJYPE (COS,SIN,AMPL,PHASE)
Specify the data type of the output plot:
- COS: real part
- SIN: imaginary part
- AMPL: ABS(data)
- PHASE: ARG(data)
valid abbreviated options

• MONGOSILE (Mongo file name)
Specify the name of the file to be used in Mongo plotting.

• NGEN keywords, subset of COMMON keywords
See COMMON keyword destriptions: NGEN snbsei
NOEN keywords are:
- LOO
-RUN
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- DATAB
- INFIX
- APPLY
- DEÂPPLY
- LOOT’S
- DELETENODE

MODELflPTION
See NMODEL keyword descriptions
MODEL keywords are:
- MODELOPTION
- MODEL..ACTION
- SORTJYPE
- SORtFIELD
- SORtCENTRE
- EDITSIELD
- EDITXALUE
- CON VER’LTO
- SOURCE
- SOURC&NUMBER
- SOURCEJJIST
- SOURC&RANGE
- SOURCEJACTORS
- INPOLQ,U,VJOQ
- INPOLQ,U,VAOQ
- INPOLQ,U,VA000
- INPOLQ,U,V2000
- INPOLQ,U,VA000
- INPOLQ.U,VA0000
- INPOLQ,U,VA00000
- BEAMSACTORS
- DELETEIEVEL
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file ..er8Ine.,d.m....l..teckbnkIpto(l_4MAP.t.*

1 The program NMAP

The NEWSTAR program NMAP makes maps (images) from the uv-data in a SCN-file, and
stores them in a WMP-file. The input data may be combined in many different ways, to
produce maps that range from simple to quite exotic. As a by-product, antenna patterns
may be calculated (and stored in the same WMP-fie), to be used in NCLEAN.

The program NMAP also allows the user to manipulate maps in a WMP file, and to convert
them to other formats.

A WMP-flle may contain various kinds of maps that are related in some way, ie, dif
ferent frequency channels, polarisations, pointing centres (mosaickink), antenna patterns,
residuals, and even gridded uv-data. Each item (‘Set’) in a WMP file (node) consists of a
2-dimensional array of pixel values, and is linked to a map header with auxiliary information.
A ‘hypercube’ of maps in a WMP file can have maps of different sizes in all dimensions.
For more information about the structure of the WMP file, see the section on WMP file

description.

1.1 Overview of NMAP options

The program NMAP offers the following main options:

• MAKE: Make map(s) and/or antenna patterns

• SHOW: Show/edit map (header) data. 5e section on WMP File Description.

• FIDDLE: Perform all kinds of operations on maps.

• W16flTS: Write FJTS tape/disk with 16 bits data.

• W32flTS: Write FITS tape/disk with 32 bits data.

• FROM_OLD: Convert from old (R-series) format to WMP format.

• TO_OLD: Convert from WMP format to old (R-series) format.

• CVX: Convert a WMP-file from other machine’s format to local machine’s.

• NVS: Convert a WMP file to newest version. This option should be run if indicated
by the program).

• QUIT: Quit the program NMAP.
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1.2 Option MAKE: Making maps

1.2.1 Types of output maps

The program NMAP produces (multiple) maps of the following types:

• MAP: Normal map of the uv-data or the uv-model (the uv-representation of the
Selfcal model) from the SCN-file. Various linear combinations of the four measured
polarisations can be specified with the keyword MAPJ’OLAR, to produce:

— XX, YY, XY or YX-maps: Use XX, YY, XY or YX data only

— T-map: (XX+YY)/2

- Q-map: (-XX+YY)/2

- U-map: (-XY+YX)/2

- V-map: (XY+YX)i/2

— L-map: XX or YY or (XX+YY)/2 if both present
— *Imap: any of the above, but multiplied with ,,CT

NB: Note that parallel dipoles (++) are assumed here, Observations with ‘crossed’
dipoles (+x) require linear combinations of all four polarisations. This can be done in
the map plane (see NMAP option FIDDLE_OPTION).

• AP: Antenna pattern (Rtplace uv-data by l’s)

• COS: Assume input sines to be zero

• SIN: Assume input cosines to be zero

• AMPL: Assume input phasa to be zero

• PHASE: Assume input amplitudes to be one

It is also possible to store uv-data in a WMP file, for display purposes. The uv-data is
‘gridded’ (convolved onto a rectangular grid).

• COVER: Gridded uv-coverage (data replaced by l’s)

• REAL: Real part of the gridded uv-data

• IMAG: Imaginary part of the gridded uv-data

• AMPL: Amplitude of the gridded uv-data

• PHASE: Phases of the gridded uv-data
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1.2.2 Operations on the input data

• Data selection: The uv-data that go into a map may he selected in various ways:

— One or more SCN-files.

— Sets within a SCN-file (eg. frequ chanuels, pointing centres).

— HA-Scans within each Set (RA-range).

— Polarisations (XX,YY,XY,YX).

— Individual iterferometers

Au area in the uv-plane

— Clip-level

• Data correction: Various correction facters are stored in the Set and Scan headers

of tbe SCN-file. They may be applied to the uv-data at the moment that they are

read from disk for processing. Application of correction is controlled by the NGEN

keywords APPLY and DEÂPPLY (see the section ‘Common Features of NEW-

STAR Program? in this Cookbook).

• Data conversion: The nv-data may be converted in various ways:

— Subtraction of a source model.

— Combination of different polarisations (XX,YY,XYIYX).

— Conversion to amplitudes or phases.

• Data weightiug:

— NATURAL: Take each individual measured point separately without weighting
for the UV track covered by it.

— STANDARD: Weight each observed point with the track length covered on the
UV plane, and average redundant baselines on a per set basis. (defauli)

— FULL: Veight each point according to the actual UV point density. In this case
care is taken of all local UV plane density enhancements, but it necessitates an
extra pass through the data.

• Data tapering:

— GAUSS: exp(—baseline2) (defauli)

LINEAR: max(O,1-baseline/taper_value)

— NATURAL: no tape

- OVERR: 1/baseline

RGAUSS: exp(—baseline2)/baseline

• Data convolution: (onto a rectangular grid in the uv-plane)

— GAUSS: Gaussian type with 4 x 4 grid points

— P4ROL: Prolate spheroidal function with 4 x 4 grid points

P6ROL: Prolate spheroidal function with 6 x 6 grid points

EXPSINC: sinc x exp on 6 x 6 grid points (defauh)

— BOX: A square box

At this point, the data are either stored in the WMP file as gridded uv-data (usually for
display purpos), or Fouries transformed into an image.
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1.3 Option MAKE: example

The following is an example of making a ‘normal’ map (and its antenna pattern), using the
program defaults. This is usually sufficient to get a satisfactory result. Experienced users
may experiment with some of the more advanced options.

> cxe nmap

NMAP$1 is started at 10—JAN—93 16:53:14

_____

Ø OPTION (MAKE.snow,ploDLs,wl6prrs,wmlTs,wRLFITS,FR0M.oLD, = QUIT: malta

Ø LOOPS ) = ““ 1 <cii>

Input data:

_______

® SCAN...NODE (lepel node = “‘t: 3c147 SCN..flle

Ø SETS (..l.10 do) = ‘t”: o.o.o.o.oI
Ø HA..RANGE (Uk rang.) = S: f <GR>
All fixed/movable interferometera pre—selected

(J SELECTJFRS (S.l.ct/d...l.ct 1(n) = “‘t: { <CR5

Ø SCANLP1ODE (lepel node nam.) = ‘t’t ca> if multiple input SCN-files

Ø USER,.COMMENT (maptomment) = “‘t: 1redm/a1i, subtracted 3500,0,01
NH: take the trouble to think of a good descriptive comment!

Map properties:

_____

® UV..COORDINATES (UV.BASHA,IPRHA) = UV: <Cli>

Ø FT_SIZE (PFT ei..) = 512,512: <Cli>

Ø OUT_SIZE (onopel iiie) = 512,512: <Cli>

Ø FIELD..SIZE (DEG) = 0.6 DEG,O.6 DEG: <ca>
® QMAPS (Mate map detail.?) = NO: <Ca> See 1.3.1 below

Data manipulations:

______

® QDATAS (Mor. data handung detail.?) = NO: <CR51 See 1.3.2 below
Ø SUETRACT (Sonrc,.ubtraçtlon?) = NO: y

1f yes, pecify model (not shown here)

1 sources in list

Ø MODEL..ACTION (MBROB,AD.,.) = MERGE,BAND,TIME,NOINPOL: 1 <Ga>

Output files:

_____

Ø MAP2OLAR (XX,XY,YX,YY,I,QU,V,L,XXI,XV1,YXI,YYI,Ii,QI.UI, = XX: <Ga>

® MAP_COORD (Din$0J3000,APPARENT,RSPERSNCE,ARBPSRENCt) = B1950_32000:

Ø OUTPUT (MAP,AP,COVER,REAL.IMAO,AMPL,PHASS) = MAP,AP: <Cli>_j

0 OUTPUT_MAP (oqipotnodenam.) ““: 13c147.sUb11

Sorting at 16:56:59 (Wall: 00:00:00,00 GPU: 00:00:00,00 1/0: 0 P/F: 0)
Scan node 3C147 started at 16:56:59
Set 0.0.0.0 started at 16:57:25
Scan node 3C147 started at 16:58:11
Set 0.0.0.0 started at 16:58:29
Convolving at 16:69:16 (Wall: 00:02:17.02 CPU: 00:00:38.38 1/0: 1243 P/F: 369
Transposing at 17:00:37 (Wall: 00:03:38.73 CPU: 00:01:05.37 1/0: 1418 P/F: 39

Description of the map produced:

0.0.0.0.0.0(#0) type MAP in node 3C147.SUB1

Field: 3G147 User comment: REDUN
lik: 84.68127 dag Dec: 49.82856 dag Epoch: 1950.0 Frequency: 1401 MRz

lik (1950) 84.68127 dag Obs.day 362
Dec(1950) 49.82856 dag Obs.year 84
Frequency 1401.39062 MBz Epoch 1984,99
Bandwidth 80.00000 14Hz Map epoch 1950.00
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Type: HAP(XX) Size: 512*512 FFT size: 512*512

Fieldsize: 0.5988*0.5988 dag Grid step: 4.22*4.22 arcsec

Fieldahift: 0.00*0.00 arcsec

Maximum: 27.27 W.U. at 3,3 Minimum: —26.02 W.U.at —4,—2

Input baselines: 80 Input sets: 2 Input pointa: 56280

Normalisation: 35920.7 Noise: 0.577 W.U.

Gaussian taper; Expsinc convolutiou( conected); Not clipped; subtractions; 0 d

0.0.0.0.0.0(*0) type HAP in node 3C147.SUBI

Finished at 17:01:23 (Wall: 00:04:24.66 CPU: 00:01:20.22 1/0: 1548 P/F: 4401)

Description of the antenna pattern produced:

0.0.0.0.1.0(M) type AP in node 3C147.SUE1

Field: 3C147 User comment: REDUN

RA: 84.68127 dag Dec: 49.82856 deg Epoch: 1950.0 Frequency: 1401 MEz

Rk (1950) 84.68127 dag Obs.day 362

Dec(1950) 49.82856 dag Obs.year 84

Frequency 1401.39082 MHz Epoch 1984.99

Bandvidth 80.00000 MUz Map epoch 1950.00

Type: AP(XX) Size: 512*512 PTT size: 512*512

Fieldsize: 0.5988’0.5988 dag Grid stap: 4.22*4.22 arcsec
F±eldshift: 0.00*0.00 arcsec

Maximum: 1.00 W.U. at 0,0 Minimum: —0.12 W.U.at 3,—1

Input baselines: 80 Zuput sets: 2 Input points: 56280

Normalisation: 35920.7 Noise: 0.000 W.U,

Gaussian taper; Expsinc convolution( corrected); Not clipped; subtractions; 0 4

0.0.0.0.1.0(M) type * in node 3C147.SUBI

Finished at 17:02:05 (Wall: 00:05:06.07 CPU: 00:01:33.77 1/0: 1699 P/F: 4681)

End at 17:02:06 (Wall: 00:05:07.05 CPU: 00:01:33.85 1/0: 1704 P/F: 4707)

NMAP$1 is ended at 17:02:11 STATUSSUCCESS
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1.3.1 QMAPS: Bidden map options

The more advanced map-making options are hidden behind the NMAP keyword QMAPS.
1f skipped, the (context-sensitive) default values will give a satisfactory result in most cases.
Their values will be printed in the NMAP log-file. For more information on each of these
keywords, set the on-line Help text (type ‘7’), which is also printed in the ‘Summary of
NMAP keywords’ in this Cookbook.

® QMAPS (Mc,, map detail.?) = NO:

Ø UNIFORM (NATURAL.STÂNDARDPULL) = STANDARD: <CR>

® TAPER (OAUSS,LINEAR,NATURAL.OVCRR.flOAUSS) = GAUSS: <CR>

Ø TAPERVALUE (M) = 2548 M: I<CRI

____

Ø CWEIGBT_TYPE (aAUSSLINCAR.NATURAL) = NATURAL: J <CR>

® CONVOLVE (OAUSS.00X.P4ROL,P6ROL.EXPSINC) = EXPSINC: <> 1
® DECONVOLVE (Correct I,rco..oi.tio.?) = YES:

____

1.3.2 QDATAS: Hidden map options

The more advanced data-selection options are hidden behind the NMAP keyword QDATA.
1f skipped, the (context-sensitive) default values will give a satisfactory result in most cases.
Their values will be printed in the NMAP log-file. For more information on each of these
keywords, see the on-line Help text (type ‘?‘), which is also printed in the ‘Summary of
NMAP keywords’ in this Cookbook.

® QDATAS (Mat. data handHoj d.taIl.t) = NO:

(To be added later).
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1.4 Option FIDDLE: Operations on maps

The NMAP keyword FIDOLE_OPTION offers the user a wide range of possibilities to

perform oparations on maps in WMP files:

All relevant data are copied from the first (or only) input map. 1f 2 maps are required

(ADD,AVER,POL,ANGLE) all pairs of SETS_1 and SETS_2 will produce an output map.

SUM will average all SETS_1 maps. MOSCOM will produce a &ngle output map from

all specifled input maps. The others will produce an output for each SETSA. BEAM,

DEBEAM and FACTOR will overwrite the input maps. F is a specified multiplication

factor.

• ADD: F1 x mapi + F2 x map2

• AVER: (Pl x mapl + F2 x map2)/(abs(F1) + abs(F2))

• SUM: Various averages of map’s. In all cases the summation produces a weighted

average map over all SETS_1, the weight depending on the type:

— SUM: weightQ)= 1

— NSUM: weight(i)= normalisation factor of map

— USUM: weight(i)= bandwidth

— BNSUM: weight(i)= bandwidth x normalisation factor

— FSUM: weight(i)= factor given by the user. Up to 8 factors can be given, which
will be used in a cyclic fashion if more needed

— NSSUM: weight(i)= I/(mapnoise2)

— QUIT: finished

• POL: mapl2 + map22, unless < F1, then 0

• ANGLE: 0,5 x arctan (mapl/map2) (radians), unless POL < F1, then 0

• EXTRACT: extract an area of map’s

• COPY: copy map’s

• BEAM: correct map’s for primary beam

• DEBEAM: de-correct map’s for primary beam

• FACTOR: F1 x map

• MOSCOM: combine all specified maps (referenced to same mosaic position) into one
output map. The noise of the individual maps may be used as weight.

• QUIT: quit the fiddle option.
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1.5 Option FITS: Conversion to FITS format

There are two separate NMAP options (W1GflTS and W32FITS.
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Ii k ...rZ:Itrn:d.m n.nk. .Éo k bokJ prn3.NMAPIe.

1 NMAP parameters (keywords)

The following description of the program parameters is also available as on-line HELP. The

text bas been slightly modified (clarified) where necessary.

• OPTION (MAKE,SHOW,FIDDLE,W16FITS,W32FITS,FROM..OLD,TO..OLD,CVX,NVS,QUIT)

Specify action to perform:
- MAKE: make map(s)
- SHOW: show/edit map data
- FIDDLE: combine or change maps

- W16FITS: write FITS tape/disk with 16 bits data

- W32FITS: write FITS tape/disk with 32 bits data

- FROM_OLD: convert from old format
TO_OLD: convert to old format
CVX: convert a map file from other machine’s format to local

- : machine’s
NVS: convert a map file to newest version. Should be run ifindicated

- : by program
- QUIT: finish

• FIDDLEflPTION
Specify action to perform. All relevant data are copied from the first (or only) input

map. 1f 2 maps required (ADD,AVER,POL,ANGLE) all pairs of SETS_1 and SETS_2

will produce an output map. SUM will average all SETS..1 maps. MOSCOM will

produce a single output map from all specifled input maps. The others will produce

an output for each SETSA. BEAM, DEBEAM and FACTOR will overwrite the input

maps. F is a specifled factor.
- ADD: Flsmapl + F2*map2
- AVER; (F1.mapl + F2*map2)/(abs(F1)+abs(F2))

- SUM: Various averages of mapi’s
POL: sqrt(mapl**2 + map2**2), unless < F1, then 0

ANGLE: û.5*atan(mapl/map2) (radians) unless POL < F1, then 0

EXTRACT: extract an area of mapl’s
COPY: copy mapl’s

- BEAM: correct mapi’s for primary beam

- DEBEAM: de-correct mapi’s for primary beam

- FACTOR: F1*mapl
- MOSCOM: combine all specified maps (referenced to same mosaic position)

- : into one output map
- QUIT: finish

• USEJWOISE (Weight witli noise?)
Specify if you want to use the noise of the individual maps to be used as a weight in

the MOSCOM combination

• SUM_OPTION (SUM,NSUM,BSUM,BNSUM,FSUM,NSSUM,QUIT)

Specify the type of summation to perform. In all cases the summation produces a

weighted average map over all SETS_1, the weight depending on the type:

- SUM: weight)= 1
- NSUM: weight(i)= normalisation factor of map

- BSUM: weight(i)= bandwidth

- UNSUM: weight(i)= bandwidth*normalisatian factor

- FSUM: weight(i)= given factor. Up to S factors can be given,

which will be used in a cyclic fashion 1f more needed

- NSSUM: weight(J)= 1/(map noise **2)

- QUIT: finish
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• MAP.SACTORS (Map factors)
Specify the factors by which the input maps have to be multiplied.

• SUMSACTORS (Sum factors)
Specify the factors by which the input maps have to be multiplied, Up to 8 can be
given. 1f more needed they will used ina cyclic fashion. Eg. 1-1 will take the average
of the difference of the odd and even specified sets.

• MAPJJEVEL (Pol, level)
Specify the minimum level that is still to be considered valid polarisation. 1f polarisa
tion is less than this level it is assumed to be zero.

• COMMENT (Tape comment)
The given tefl will be included as COMMENT in FITS output.

• FIT&SCALE (JY,WU)
Specify the output units of the FITS data: Jy/beam or W.U.

• QMAPS (More map details?)
Specify if you want to specify more details of the map (else defaults taken)

• QDATAS (More data handling details?)
Specify if you want to specify more details of the data handling (else defaults taken)

• INPUTSILE (input file name)
Specify the full file name of the file to be converted.

• FILENAME (filename)
Specify the file name without an extension to be used in creating an output file name.

• OUTPUTJABEL (output label)
Specify the first output tape label. * or 0 indicates at the end of the tape.

• FILE.ACTION (LAYOUT,SHOW,EDIT,CONT,QUIT)

Specify action to perform;
- LAYOUT; give layout of file
- SHOW: display all fields in file header
- EDIT: edit fields in file header
- CONT: continue with set headers
- QUIT: finish this node

• MARACTION (NEXT,SHOW,EDIT,CONT,QUIT)
Specify action to perform:
- NEXT: do nat specifled map
- SHOW; display all fields in map header
- EDIT: edit fields in map header
- CONT: continue with map data
- QUIT: finish this map

• DATA...ACTION (S,N,O,Q)
Specify action to perform:
- S[howJ: show detailed map data
- N[oise]: calculate noise
O[ffset] calculate noise and offset
- Q[uit]: quit data part

• USERJDOMMENT (map comment)
Give, optionally, a decsriptive comment for the maps.

• MAPJ’OLAR (XX,XY,YX,YY,I,Q,U,V,L,XXI,XYI,YXI,YYIJI,QI,UJ,VI,LI)
(polarisation info) Specify up to four polarisations of the maps to make:
- XX: XX only
- YY; YY only
- XY: XY only
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- YX: YX only
- 1: (XX+\T)/2
- Q: (-XX+fl’)/2
- U: (-XY+YX)/2
- V: (XY+YX)si/2
- L: XX or YY or (XX+YY)/2 if both present

- *1: same as above, but muLtiplied with sqrt(-1)

MAP_COORD (81950,APPARENT,REFERENCE,AREFERENCE) (type of map co

ord.)
Specify the coordinates of the map:

- B1950: in 1950.0 coordinates

- APPAR: in apparent coordinates

- REFER: use a 1950 reference coordinate (eg. the centre of mozaic area)

- AREFER: same, but apparent

• REF.COORD (reference RA,DEC)

Specify (in degrees) the RA and DEC of the reference coordinates to use in producing

the map.

• UV..COORDINATES (UV,BASIIA,IFRBA) (coordinate type)

Specify the type of UV coordinates wanted for UV plane type output (COVER etc.)

- 13V: standard 13V coordinates

- BASHA: baseline (as U) vs hour-angle

- IFRHA: IFR number (01,02 OD,12,13,...,CD) as U vs hour-angle

• HASESOLUTION (DEG) (HA bin width)

Specify the width of one UA UV point for BASHA and 1FRHA.

- Note:: Points are separated by multiples of 10 UT seconds, not ST

• BAS_RESOLUTTON (baseilne bin in m)

Specify the width of one UV point in meters for BASHA

• IFRJtESOLUTION (interferometer separation)

Specify the separation in grid points between interferometers for IFRHA

• USER.DATA (STANDARD,MODEL) (Data to use)
Specify the data to use in the program:
- STANDARD: use the observed cosines/sines
- MODEL; use the source model as defined later with type=0 sources

• FTSIZE (FFT size)

Specify the size of the Fourier transform in the 1 and m direction. 1f the size is <= 17,

a DFT in stead of an FFT will be done.

• OUT_SIZE (Output size)
Specify the size of the output map(s) in the 1 and m direction.

• OUT_CENTRE (Output centre)
Specify the centre of the output map in the 1 and m direction; in pixels with respect to

the mosaic reference position. Specifying an * will ask for 1,m and RA,DEC position

• LM_CENTRE (Output centre)
Specify the centre of the output map in the 1 and m direction; in arcsec with respect

to the mosaic reference position. Specifying an * will ask for RA,DEC position

• RADEC_CENTRE (Output centre)

Specify the centre of the output map in RA and DEC ; in degrees.

• FIELD_SIZE (DEG) (Fleldsize)
Specify the 1 and m field size of the map to be transformed.
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• UNIFORM (NATURAL,STANDARD,FULL) (Uniform coverage)
Specify the way the UV coverage shoWd be determined: NATURAL: Take each mdi
vidual measured point separately, without. weighting for the UV track covered by it
STANDARD: Weight each observed point with the track length covered on the UV
plane, and average redundant baselines on a per set basis FULL: Weight each point
according to the actual UV point density. In this case care is taken of all local UV
plane density enhancements, but it necessitates an extra pass through the data.

• TAPER (GAUSS,LINEAR,NATURAL,OVERR,RCAUSS) (Taper type)
Specify the type of taper to apply:
- GAUSS: exp(-baseline**2)
- LINEAR: max(0,1-baselmne/tapervalue)
- NATURAL: no taper
- OVERR: 1/baseline
- RGAUSS: exp(-baseline**2)/baseline

• CWEIGHT_TYPE (CAUSS,LINEAR,NATURAL) (Circular weight type)
Specify the type of circular weight to apply:
- GAUSS: exp(-baseline**2)
- LINEAR: max(0,1-baseline/tapersalue)
- NATURAL: no weight

• TAPER_VALUE (M) (Taper width)
Specify the half-width of the taper function. The default gives 25% taper at 3000 m.
Default vah4eft): 2548.

• CWEIGHT_VALUE (M) (Circ. weight width)
Specify the half-width of the circular weight function. The default gives 25% taper at
3000 m.
Default value(s): 2548.

• CONVOLVE (GAUSS,BOX,P4ROL,PGROL,EXPSINC) (Convolution type)
Specify the type of convolution in the UV plane:
- GAUSS: Gaussian type with 4*4 grid points
- P4ROL: Prolate spheroidal function with 4*4 grid points
- P6ROL: Prolate spheroidal function with 6*6 grid points
- EXPSINC: Sinc*exp on 6*6 grid points
- BOX: A square box

• CONVOL_WIDTR (Convolution width)
Specify the width of the convolution function in the 1 and m coordinate direction.

• DECONVOLVE (Correct for convolution?)
Specify if you want to correct for the convolution tapering in your map/ap.

• UV.AREA (M) (Select UV area)
Specify the (circular) UV plane radii (in m) between which you want to include the
data

• CLIPPING (Clipping?)
Specify YES if you want to clip data, ie. if for a certain part of the UV plane you
want to discard data between two amplitude levels, e.g. to suppress the inifuence of
interference

• CLWAREA (M)
Specify the baselines (in m) between which clipping bas to occur

• CLIP.LEVELS
Specify the levels (in W.U.) of the amplitude range you want to discard

• SUETRACT (Source subtraction?)
Specify YES if you want to subtract sources
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• FIELDSHIFT (Field shift)
Specify (in arcsec) the field centre shift wanted for the 1 and m coordinates

Defauli value(s): 0.0. /ASK

• DATAJYPE (NORMAL,COS,SINAMPLPHASE) (Use of data)

Specify the use of the input data:
- NORMAL: Use the complex input data
- COS: Assume input sines to be zero
- SIN: Assume input cosines to be zero
- AMPL: Assume input phases to be zero
- PUASE: Assume input amplitudes to be one
valid abbreviated options

• OUTPUT (MAPIAP,COVER,REAL,IMAG,AMPLPHASE) (Output types)

Specify one or more output types:
- MAP: Produce an output map
- AP: Produce art antenna pattern
- COVER: Produce the ‘antenna-pattern’ convolved UV plane
- REAL: Produce the real part of the convolved UV plane

- IMAG: Produce the imaginary part of the convolved UV plane

- AMPL: Produce the ampiltude part of the convolved UV plane

- PHASE: Produce the convolved UV plane in phase format

• NGEN keywords, subset of COMMON keywords

See COMMON keyword deacriptions: NGEN subset

NOEN keywords are:
- LOO
- RUN
- DATAB
- INFJX
- APPLY
- DE.APPLY
- LOOPS
- DELETENODE

• MODELMPTJON
See NMODEL keyword descriptions
MODEL keywords are:
- MODELOPTION
- MODELACTION
- SORTJYPE
- SORTSIELD
- SORtCENTRE
- EDJTSIELD
- EDILVALUE

- CONVERTJrO
- SOURCE
- SOURC&NUMBER
- SOURC&LIST
- SOURCEJIANGE
- SOURCE.YACTORS
- INPOLQ,UVJOO
- INPOLQ,U,VAOO
- INPOLQU,VJ000
- INPOLQ,U,Vfl000
- INPOLQIU,V_4000
- INPOLQ,U,VII0000
- INPOLQ,U,V_100000
- BEAMFACTORS
- DELETEJJEVEL
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file e..r j...ed.m n.eele..ce.kb.ok)pr..gI_NC5EAM.Le.

1 The program NCLEAN

This program is used to CLEAN ?EWSTAR maps in NEWSTAR .WMP files.

1.1 Overview of NCLEAN options

• HISTO: Produce only a histogram of the map and/or beam,

• BEAM: Use the map and the beam to clean. Only a limited part, depending on the
workarea size, can be cleaned.

• UVCOVEft: Use the map and the beam transform to clean.

• COMPON: Get highest clean components in map. The clean level will depend cm
the beam shape, the type of map data and the memory size.

• UREST Use a CLEAN component list and a map to restore the clean components
in the map.

• QUIT: leave the program NCLEAN.

1.2
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J.E.Noordam (editor)

September 9, 1992

This document represents an intermediate update of a part of the NEWSTAR (Netherlands East
Vest Synthesis Telescope Array Reduction) Cookbook, and has been generated at the date printed
above. It should be kept witli your Jatest full release of the Cookbook until the nat one appears.
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In. n,.,S:{no,d.mn..lk.cokbo,k)p,og3.NCLEAN t,.

1 NCLEAN parameters (keywords)

The following description of the program parameters is also available as on-line HELP. The
text has been slightly modilled (clarified) where necessary.

OPTION (HISTO,BEAM,UVCOVER,COMPON,UREST,QUIT) (Clean option)
Specify the type of clean to do:
- FIISTO: Produce only a histogram of the map and/or beam
- BEAM: Use the map and the beam to clean. Only a ilmited part, depending
- : on the workarea size, can be cleaned
- UVCOVER: Use the map and the beam transform to clean
- COMPON: Get highest clean components in map. The clean level will depend
- : on the beam shape, the type of map data and the memory size.
- UREST: Use a clean component list and a map to restore the clean
- : components in the map.
- QUIT: leave program.

• BEAM...TYPE (FULL,PATCH) (Beam action option)
Specify the type of clean to do:
- PATCH: Use in the clean a contiguous patch area of the beam. This produces
- : a faster minor cycle, buL maybe more major cycles if there are
- : grating rings present
- FULL: Use in the clean all points in the beam above a certain level.

• DECONVOLUTION (Play with deconvolution?)
YES will in general produce a result with less aliasing, NO the reverse.
Default value(s): NO /NOASK

• COMPONJOG (Type,print components (mmd interval)
Specify if you want typed on terminal and/or printed a review of the clean components
found. You can specify an interval step, e.g. 2,20 specifies that every 2nd component
found will be typed, and every 2Oth printed in the log. A value of 0 suppresses the
listing.

• CYCLE...DEPTH (Major cycle depth)
Specify the level to which you want to clean in one major cycle.
Defavfl value(s): .05 /ASK

• MAP.YACTOR (Multiplication factor)
Specify the factor by which to multiply the input map before restoration takes place
(e.g. 0).
Default value(s): J. /ASK

• CLEANJ4IMIT (Limit in fraction of map max.)
Specify the level to which to clean in fraction of the map maximum.
Default value(s): .1 /ASK

• COMPONJJIMIT (Max. number of components to find)
Specify the maximum number of components that are allowed to be found
Default value(s): J00 /ASK

• LOOP_GAIN (Clean loop factor)
Specify the clean ioop factor
Default value(s): .4 /ASK

• GRATINGSACTOR (Grating correction factor)
The clean method used can find sources on the intersections of grating rings occasion
ally before the source itself. This can be suppressed by specifying a correction factor.
1 means that no correction is necesary, 2 eg. that you expect intersections of grating
rings of sources with equal intensity.
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• PRUSSIANJIAT (Prussian hat value)
For extended sources a prussian haL (i.e. a nominal additional peak value on the central
value of the antenna pattern, see Cornwell) may give better clean resuits. Values of .1
to .4 coulde be tried

• RESIDUAL (residual map?)
Specify if a residual map should be output after the clean cycle.

• RESTORE (restored map?)
Specify if a restored map should be output after the clean cycle.

• DEFAULT...DEAM (use default restore beam)
Specify if the default restore beam can be used or not. A default beam will not be
skew. It will be calculated from the antenna pattern, if present and given, or be taken
as 12*1400/(frequency in MHz) arcsec.

• RESTORE..BEAM (di, dm arcsec, pa deg)
Specify the restore beam width:
- dl: width of beam in arcsec (full-halfwidth)
- dm: width of beam in arcsec (full-halfwidth)
- pa: position angle of skewed beam in degrees
- : (anti-clock, 0 deg: dl along 1)

• NGEN keywords, subset of COMMON keywords
Set COMMON keyward destriptions: NOEN subset
NOEN keywords are:
- LOO
-RUN
- DATAB
- INFIX
- APPLY
- D&APPLY
- LOOPS
- DELET&NODE

• MODEL.DPTTON
Set NMODEL keyword descriptions
MODEL keywords are:
- MODELOPTION
- MODELACTION
- SORTJYPE
- SORTSIELD
- SORtCENTRE
- EDITJIELD
- EDItVALUE
- CON VERTJO
- SOURCE
- SOURC&NUMBER
- SOURCEIIST
- SOURCE..RANOE
- SOURCESACTORS
- INPOLQ,U,VA0O
- INPOLQ,U,VAOO
- INPOLQ,U,V..1000
- INPOLQ,U,Vfl000
- INPOLQ,U,V_4000
- JNPOLQ,U,VA0000
- INPOLQ,U,VA00000
- BEAM.YACTORS

•
- DELETEJJEVEL
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.(..otd.m ....I.. e.kbonkJpogt..NPLOTI..

1 The program NPLOT

1.1 Overview of NPLOT options

The program NPLOT has the following main options:

• MAP: Plot map(s) of varions types (from WMP-file)

• DATA: Plot uv-data from SCN-file

• MODEL: Plot uv-model from SCN-flle (i.e. the uv-representation of a Selfcal model,

calculated for the uv-coordinates of the uv-data in the SCN-file)

• TELESCOPE: Plot telescope errors

• RESIDUAL: Plot interferometer residuals (ie. the residual scatter of redundant

spacing data after a Redundancy solution or the residual differences with the source

model after a Selfcal solution.

• QUIT: Quit the program NPLOT

1.2 NPLOT output

After selecting an NPLOT option, the PLOTTER question is asked:

Ø PLOTTER (QMS,M5P.RECIS.FREGS.EPS,CPP,PSL,PSP, eAL.EAP, = QMS: W

Produces QMS format files, and prints them automatically (if you are lucky) on the old (and
dying) QMS laser printer in Dwingeloo computer room:

QMS QHS laser printer in landacape orientation
QHSP QNS laser printer in portrait orientation

Produces output on VT terminal:

REGIS graphics VT terminal Ce.g. fl330)

FREGIS Ci.) REGZS to file
Produces PostScript files on disk (which may fl11 up quickly!):

EPS encapsulated PostScript for usa in textprocessors ete

ER? EPS in portrait mode
EAL encapsulated PostScript AS plotter landscape

LAP EI’S AS in portrait mode
Produces PostScript files, and prints them automatically (if you are lucky) on the ?ew

PostScript laser printer in the Dwingeloo computer room:

PSL Postscript (do not usa haiftone: slow!)

PSP PostScript in portrait mode
PAL Postecript A3 (do not usa haiftone: slow!)
PAP PostScript AS in portrait mode

Bit maps:
BIT1 (t) bitmap for 100 dpi
51T2 (*) bitmap for 200 dpi
B173 (t) bitmap for 300 bpi

Produces a X1I-plot on the Workatation (or X-terminal) sereen.

Xli Xli terminal (partly available, do not usa haiftone !!)

(t) = not implemented yet.
All plot file names start with the 3-4 letters of the selected option (e.g. EPS) followed by
a unique combination of characters based mi the time and the date, All plot files have the

extension .PLT.
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1.3 Plotting & map from a WMP file

NPLOT option MAP can be used to make contour plots or greyscale plots of 2-

dimensional pixel-arrays stored in a WMP-file. These may be maps, antenna-patterns,

residuals etc, but also gridded nv-data (see the description of the program NMAP, and the

WMP file). They can also be displayed (and analysed) as a color image cm the Xli screen

with the program NCIDS.

> exe nplot
NPLOT$I i5 staned at 10—JAN—93 17:03:03

Ø OPTION (MAPogrA,M0DCL,Tsusscopr.ncsinuÂu,quiT) = QUIT:

Ø PLOTTER (QMS,QMSPAIEOIS,FREOIS,EPS,EPP,PSL,PSP, EAL,EAP. = EPS:

® MAP...NODE i,ptt .o.i. een,.) = “3C147.SUBI”: <CE> WMP file

® LOOPS (eA.r = ““: <CII)

® SETS (set, to do) = “0.0.0.0.0.0”: (<CR> 1
Set: 0.0.0.0.0.0

Ø PLOT_TYPE (CONTHALP.POL,RULE) = CONT,HALF; Contour plot

Ø DATAJfYPE (DATALOPE) = DATA: <C1>

® AREA (A,.. l,,dI.dm) = 0,0,512,512: 0,0,128 • 128j

Area(s) selected:

Total : 1 0, m 0, d1 128, dm 128

Noise 0.7464 W.U.

Eange: —26.02485, 27.27408

Ø SIZE (plat tin) = 1,1: L’ * 311.31 Fils on A4 sheet

Ø FULL_CONT çc.,.n, ,.i,.. = ““: 2,4,6,8,10,201 full contours

Ø DOT_CONT (c,.t,.t.dn.) = ““: 1 —2,—4,—6,—8,—10,-ib] dotted conours

Ø COORD (NONE.DLM,LM,DRkDEC.RADEC.00EGRES.DEOREE) = NONE:

® COORD..TYPE (TICK,DOTTED.FUUI-) = TICK: <c»

Ø PLOT_POSITJONS (No,YES) = NO: of model sources

Ø MODEL_OPTJON (BEAO.WRrrsCLEAR,ZEno,SHOW,LIST,asHow.RLIST, A,QUIT) [read 1
specify model (not shown here)

t sources in list

The plot is now made, and sent to the laser plotter automatically if that has been specïfied.

The program will then prompt the user for the next plot to be specified.

Ø OPTION (MAP.DATA.MODEL.Tn.SSCOPE.RESIDUAt,qUIT) = QUIT: 1 <Ch>

NPL0T$1 is ended at 17:07:01 STATUS=SUCCESS

It is also possible to make ‘ruled-surface’ plots, balftone plots and plots in polar coordinates

(gridded nv-data).
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1.4 Plotting uv-data from a SCN-file

1.4.1 NORMAL: interferometers vs time (tJA)

> ere nplot
NPLOT$1 is started at 10—JAN—93 16:29:32

______

® OPTION (MApvAn.M0DCLTcLcscopgRESIDU.L,qulr) = QUIT: data

® PLOTTER (QMS,QMSPREOIS.FREG!S,EP5.EPP,PSL,PSP. EAL.EAP. = EPS:

Ø PLUVO (PtUVO.NQRMAL) = NORMAL: f <ca> f ifrs vs time

® SCANJ’IODE (i.ptt node 0fl..) = ““: 3c147 SCN-file

® LOOPS (o,Iocr..) = ““: <>

® SETS dO) = o.o.o.o.oj

Ø BA_RANGE (14* = «»1

______

Ø POLARISATION (XYX,XV.YX,Y.X) = XY: <ER> XX and YY

All cross interferometers pre—selected

_____

Ø SELECTJFRS (ScIecI/doirlece Ii..) = <GR>

® DATA_TYPES (AMPLITUDE,PHASE.COSINE,SINE) = AMPLITUDEPHASE:

Ø SCALE_AMPL (pi,I.cd. W.Ujmm 0, %/m) = 100: <Ca>

Ø SCALEJ’HASE (plot .c.it In WU./mm es deg./m.n) = 10: <CR>

Ø HA_SCALE (14* l,l ‘cde degn.Icm) = 1& <Cli> 12 hrs fit on A4 plot

The plot is now made, and sent to the laser plotter automaticaHy if that has been specified.
The program will then prompt the user for the tiert plot to be specified.

® OPTION (MAP.DATA,MODEL.TELESC0PERESIDU.LqUlT) = QUIT: <Cli>

NPLOTS1 is ended aS 16:34:14 STATUSSUCCESS

1.4.2 PLUVO: frequ chaunels vs time (HA)

> cxe nplot
NPLOT$1 is stasted at 10—JAN—93 16:29:32

______

® OPTION (MAPDATAMODSLTELSSCOPC.RESIDUALQUIV) = QUIT: data

Ø PLOTTER (QMS.QMSP.REGIS.PRCOIS,EPS,EPP,PSL.PSP, EAL.EAP, = EPS:

Ø PLUVO (PLUVO.NORMAL) = NORMAL: pluvo

Etc...
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1.5 Plotting a uv-model from a SCN-flle

The same as plotting uv-data (see 1.4).

Ø OPTION (MAP.DATA,MODEL.TEt.CSCOPE,RSSIDUAL,QUIT) = QUIT: model

® PLOTTER (QMS,QMSP.REQI5,FREO!SEPS,EPP,PSL,PSP. EAL0EAP, .j = PSL: psp
® PLUVO (PLUVO,NORMAL) = NORMAL: <C» :frs vs time

Ø SCAN_NODE (Inpul = 3C147: <CR> SCN-file

Ø LOOPS (.1.....) = ““: <ca>)
Ø SETS (.li to do) = “0.0.0.0.0”: J<c» t
Ø HASANGE (HA ong.) = * [<ca]

____

Ø POLARISATtON (XYX.XV.VX,V,X) = X: <CM)

Ø MODEL_OPTION (READ,WRITS,CLEAR,ZEROSHOW.LI5TRSNOW.RI.TSP,
.

A,QUIT) Lread J
Ø MODEL_NODE (Mod.l oud.) = ““: 3c147 MDL file

rest of model specification not shown here

2 sources in list

Ø MODELACTION (MEftGE.AD.
..

= MERGE,BAND,TIME,NOINPOL: 1 <C1>

All t ixed/movable interterometers pre—selected

SELECTJFRS (5el.ct/dml.ct It..) = ““ Lç!? 1
Ø DATA_TYPES (AMPLITUDE,PHASE,COSINE,SINE) = AMPLITUDEPHASE:

® SCALE.ÂMPL (pico .,.l. W.U./mm of %/mm) = 100: CC»

® SCALEJ’HASE (p0 l.Io WU/m o, d./ma) = 10: CC»

® HA_SCALE (NA plot .c.i. dcgrec/cm) = 15; <Ch)

The plot is now made, and sent to the laser plotter automatically if that has been specified.

The program will then prompt the user for the nexi plot to be specified.

Ø OPTION (MAP.DATA.MODSL,TELESCOPE,RESIDUALQUIT) = QUIT: <CE.>

NPLOT$1 is ended at 15:43:25 STATUS=SUCCESS
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1.6 Plotting telescope corrections

The telescope corrections are stored in the BA-Scan headers of the SCN-file. Plotted are the

total telescope corrections: Redundancy (REDC) plus Align (ALOC) plus ‘other’ (OTHC).

1.6.1 NORMAL: telescopes vs time (RA)

Ø OPTION (MAP,DATA.MODEL.TELESCOPE,BSIOOAE..QOiT) = QUIT:

______

® PLOTTER (QMSMSP,REOIS,PREOIS,EPS,SPP.PSL,PSP, EAL.EAP, = PSL: Rca>1
Ø PLUVO (PLOVO,NORMAL) = NORMAL: <CE>

® SCAN_NODE (lap.: ,.dnam.) = 3C147: <CE>

Ø LOOPS = ““: I<cit1
® SETS cnw to da) = “0.0.0.0.0”: <CE>

® HASANGE (nA t....) = *

___

Ø POLARJSATION (XYX.XY,YXV,K) = X: <C1>

® TELESCOPES (Tekicape<o) =.: $<cE>I

____

Ø DATA_TYPES (AMPI.ITUDE.PHASE.00SINE.SlNt) = AMPLITUDE,PHASE: 1 <CE>I

Ø SCALE_.&MPL (plot ‘t.). WO/mw.. %/mm) = 4: <CE> herc; %/mm

Ø SCALEJ’HASE (Pl,: .ç.l. WO/mw ar daç/mm) = 2: 20 here: degr/mm

® HA_SCALE (11* plot ,c.la d,,tecfcm) = 15 «»1

The plot is now made, and sent to the laser pLotter automatically 1f that bas been specifled.

The program will then prompt the user for the next plot to be specified.

® OPTION (MAP,DATA.MODELTSLESCOPERESIDOAL,qUIT) = QUIT: [<Ca> 1
NPLOT$1 is ended at 16:21:18 STATUS=ERROR

1.6.2 PLUVO: frequ channels vs time (HA)

Ø OPTION (MAPAfl,Moost.TELEscopS,RESlsuAL.qulT) = QUIT:

______

Ø PLOTTER (QMS,QMSP.REOIS,FREGIS.EPS.EPP,PSL.PSP, CAE0SAP,
...

= PSL: j_5Ç.]

Ø PLUVO (PtUvo,NORMAL) = NORMAL: ipluvol

Etc...
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1.7 Plotting NCALIB residuals from SCN-file

The residuals are calculated by going though the SCN-flle and subtracting a uv-model from

the uvdata (Selfcal rediduals), or the average of redundant spacings (Redundancy residuals).

1.7.1 Redundancy residuals

> exe nplot
NPLOT$1 is started aS 10—JAN—93 16:11:39

Ø OPTION (MAP,DATA.MOOEL.TEtESCOPE,RESIDUAL,QUIT) = QUJT:

Ø PLOTTER (QMSQMSP,REOISFREGTS.SPS.EPP,PSL.PSP, £AL,EAP,
-

= EPS:

Ø PLUVO (PbUVONORMAL) = NORMAL: <CR> J ifrs vs time (HA)

Ø SCAN_NODE (l,pu nod. ,..,,e) = ““: 317 SCN.fik

® LOOPS (ojncr....) “t’

ØSETS (..o.s.d.4=””: 0.0.0.0.01

® HA.RANCE (HA r.nrQ = S: <UR>

Ø POLAUJSATION (XYX,XY.YX.Y.X) = XY: <Ca> XX and VY

Ø MODEL_OPTION (READ,WRITE,CLEAR,ZERO,5140W,LIST.RSHOW,RLTST, ... A,QUIT) <eR> 1
No model: Redundancy select cd

0 sources in list

Redundancy residuals selected
All cross interferometers pre—selected

______

® SELECT_IFRS (S.kci/d.,el.ct II,.) = j <CR>

® DATA_TYPES (AMPI.ITUDt,PHASS,COSlNE,SINE) = AMPLITUDEPHASE: <c>
® SCALE_AMPL (Pl.’ .0.1. W-U/mm %fmm) = 65.87241: <CR> Here: It’. U./mm

® SCALE_PHASE (pI.t...l. Is WU./mm ., d..!m) = 112.7789:

_____

Here: W. U./mm

® HA_SCALE (14* plot ...I. d.gz.e/c) = 15: <ca> 12 h fits on A4 plot

The plot is now made, and sent to the laser plotter automatically 1f that has been specified.

The program will then prompt the user for the next plot to be specified.

Ø OPTION (MAPDATA,MODSL,TELSSCOPS,RESIOUAL,QUIT) = QUIT: [K> 1
NPLOT$1 is ended at 17:07:01 STATUSSUCCESS

1.7.2 Selfeal residuals

> exe nplot

NPLOT$1 is started at 10—JAN-93 15:46:36

Ø OPTION (MAP,DATA,MODEL,TELCSCQPE,RESIDUAL,QUIT) = QUIT:

Ø PLOTTER (QMS,qh4SP,REGIS,FREQl5,Ep5,EPP,PSL,P5p. EAL,EAP, .
= EPS:

Ø PLUVO (PLUVO,NORMAL) = NORMAL:

® SCAN_NODE (lopot nodt sam.) = 3c147 SGN-file

® LOOPS (nJ.c..j =“: 1<c»I
Ø SETS (..tolod.) = ““ Io.o.o.o.ol
Ø HASANGE (14* ,.n.) <c»

Ø POLARISATION (XYX,XY.VX.Y,X) = XY: 1 <cR>1

_____

Ø MODEL_OPTION (READ,WRITE,CLSAB.ZERO,SHOW.LISTJLSIIQW,RLIST.. A,QrnT) read

Ø MODEL_NODE (M.d.l ood.) = ““: [3c147 1 MDL file
specification of model not shown herc

1 sources in list

® MODELACTJON (MERGEAD...) = MERGE,BAND,TTME,NOINPOL:

____

All fixed/movable interlerometers pre—selected
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Ø SELECTJFRS (Sel.ct/d,..I.ct 1(n) = ““: 1 <CR>J

______

Ø DATA_TYPES (AMPLIPUDE,PHASE,COSINS,SINE) = AMPLITUDE1PBASE: <CE>

Ø SCALE_AMPL (plot.c.l. WU.mmo, %/rnm) = 132.2784: <CE> llere: W. U./mm

Ø SCALE...PHASE (plot stal. In WU/mm or d.1fnm) = 594.4136: <CE> Here: W. U./mm

Ø HA_SCALE (NA plot *t.i. dsg.../r) = 15: <C» 12 kr fits on A4 plot

The plot is now made, and sent to the laser plotter automatically if that has been specihed.
The program will then prompt the user for the next plot to be specified.

Ø OPTION (MAP,DATA.MODEL,TEtS5CQPE,RESIDUAL,QUIT) = QUIT: <C»

NPLOT$1 is ended at 16:85:16 STÂTUSSUCCESS
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1 NPLOT parameters (keywords)

The following description of the program parameters is also available as on-line HELP. The
text has been stightly modified (clarifled) where necessary.

• PLOTTER (QMS,QMSPREGIS,FREGIS,EPS,EPPPSL,PSP,BITI.81T2,BIT3,X11USE1USE2)

(plotter to use)
- QMS: QMS laser printer in landscape orientation
- QMSP: QMS laser printer in portrait orientation
- REGIS: graphics VT terminal
- FREGIS: (t) REGIS to file
- EI’S: encapsulated PostScript for use in textprocessors etc
- EPP: EPS in portrait mode
- PSL: Postscript (do not use often, especially not for halftone: slow!)
- PSP: PostScript in portrait mode
- BIT1: (t) bitmap for 100 dpi
- 81T2: (t) bitmap for 200 dpi
- 81T3: (t) bitmap for 300 bpi
- Xli: (t) Xii terminal

• OPTION (MAP,DATA,MODEL,TELESCOPE,RESIDUALQUIT)
Specify action to perform:
- MAP: plot map(s)
- DATA: plot scan data
- MODEL: plot model data
- TELESCOPE: plot telescope errors
- RESIDUAL: plot interferometer residuals
- QUIT: finish

• PLUVO (PLUVO,NORMAL)
Specify action to perform:
- PLUVO: plot scan data as function of channel and HA
- NORMAL: plot scan data as function of interferometer and HA

• ANGLE.SET (pol. angle set)
Specify the setset with the polarisation angles

• TELESCOPES (Telescope(s) to select)
Specify the telescopes to be selected: Select 1 or more telescopes by typing a string of
characters consisting
- : of a combination of 0123 ABCD
For all telescopes: *

Default value(s): *

• DATA_TYPES (AMPLITUDE,PHASE,COSINESINE) (data types to plot)
Specify the data type(s) to be plotted. An * will plot amplitude and phase
Defauli value(s): AMPLITUDE

• DATA_TYPE (DATASLOPE) (data types to plot)
Specify the data type(s) to be plotted. An * will plot data
- DATA: plot the data as given in the map

SLOPE: a first trial only!!
plot the horizontal slope of the data

Defauli value(s): DATA /ASK

• PLOTTYPE (CONT,HALF,POLRULE) (plot types)
Specify the way(s) the data should be plotted. An t will plot contours and halftone
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• SCALE..AMPL (plot scale W.U./mm or %/mrn)
Specify the amplitude (and/or cosine, sine) scale in W.U./rnm for residuals, raw data
and model data or in percent/mm for telescope corrections.
Default value(s): 10.

• SCALEJ’HASE (plot scale in W.U,/mm or deg./mm)
Specify the phase scale in W.U./mm for residuals, and in degrees/mm for raw data,
model data and for telescope corrections.
Default value(s): 1.

• HA..SCALE (HA plot scale degree/cm)
Specify the HA scale in degree/cm.
Default value(s): 1.

• POL..SCALE (pol. plot scale W.U./cm)
Specify the polarisation scale in W.U./cm.

• RULESCALE (ruled plot scale W.U./cm)
Specify the ruled surface plot scale in W.U./cm.

• SIZE (plot size)
Specify the size of the plot. A value of 1 will produce a plot that will fit on one page
(i.e. a QMS plot of a power of 2 length will be 12.8 cm). The value given will multiply
the size of this standard plot. The first value is the horizontal direction, the second
the vertical direction.
Default value(s): 1.,1. /ASK

• FULL_CONT (contour values)
Specify the values of the contours to be drawn as full lines. A maximum of 32 values
is allowed.

• DOT_CONT (contour values)
Specify the values of the contours to be drawn as dotted lines. A maximum of 32
values is allowed.

• HALFTONE (NONE,CONTINUE,STEP,PATTERN) (haiftone type)
Specify the type of halftone wanted (or NONE).
- CONTINUE: a continuous variation within the specified range
- STEP: a stepped variation within the specified range
- PATTERN: a set of patterns
Default value(s): NONE /ASK

• RANGE (haiftone range)
Specify the maximum value that has to be white, and the minimum value that has to
be black. Values outside the range will always be white.

• POLSANGE (pol. range)
Specify the value below which no polarisation line will be drawn and the maximum
polarisation value that has to be plotted

• POL_TYPE (POL,MAG) (pol. type)
Specify if polarisation (POL) or magnetic field (MAG) should be plotted

• RULEJIANGE (ruled range)
Specify the minimum and maximum cut-off values for ruled surface plots

• TRANSFORM (transmission curve)
Specify a possible non-linear intensity response curve. Consider the IN and OUT
intensities of the procedure. The IN are in the range 0 through 1, where 0 corresponds
to the lower value of the range given, 1 to the high value.
- : Specify now first an IN range over which the formula should hold,
and then up to three values which will produce:
-: OUT=vl+v2*IN+v3*IN*IN.
Examples:
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- : standard linear: 010,1

- : absolute values in halftone: 0,.5,1,-2
- .5,1,1,2
- four steps in blackness: 0.25,0
- :.25,. 5,.25
-

- .75,1,1

• COORD (NONE,DLM,LM,DRADEC,RADEC,DDEGREE,DEGREE) (axis annotation)

- NONE: no annotation
- DLM: 1, m in arcsec with respect to centre of plot
- : (or annotation for UV-plane plots)
- LM: 1, m in arcsec with respect to map centre
- : (or annotation for UV-plane plots)
- DRADEC: right ascension and declination offset with respect to centre of plot
- RADEC: right ascension and declination
- DDEGREE: decimal right ascension and dedlination with respect to plot centre
- DEGREE: decimal right ascension and declination
Defauli value(s): NONE /ASK

• COORIX.TYPE (TICK,DOTTED,FULL) (a.’ds type)
- TICK: give ticks along edges
- DOTTED: draw dotted coordinate lines
- FULL: draw full coordinate Lines
Defauli value(s): TICK /ASK
valid abbreviated options

• PLOTJ’OSITIONS (NO,YES) (show sources)
Specify if model sources have to be drawn in plot
Defaufl value(s): NO/ASK

• NGEN keywords, subset of COMMON keywords
See COMMON keyword descriptions: NGEN subset
NGEN keywords are:
- LOO
-RUN
- DATAB
- INFIX
- APPLY
- D&AFPLY
- LOOPS
- DELETEYODE

• MODELMPTION
See NMODEL keyword deseriptions
MODEL keywords are:
- MODELflPTION
- MODELACTION
- SORTJYPE
- SORTJIELD
- SORtCENTRE
- EDITSJELD
- EDITXALUE
- CONVERTJO
- SOURCE
- SOURC&NUMBER
- SOURCEJAST
- SOURCERANGE
- SOURCESACTORS
- INPOLQ,U,VA00
- INPOLQ,U,VAOÛ
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- INPOLQ,UVJ000
- INPOLQ,U,Vfl000
- INPOLQ,U,V4000
- INPOLQ,U,VJ0000
- INPOLQ,UVflOOOOO
- BEAMYACTORS
- DELET&LEVEL
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1 NGIDS parameters (keywords)

The following description of the program pararnelers is also available as on-line hELP.

1.1 Specific NGIDS keywords

OPTION (LOAD,GCLEAR,POINTS,FLAC,UFLAC,UNLOAD,WRITE,CLEAR,QUIT)
Specify action to perform:

- LOAD: Load map(s) from W!%IP-files, for GIDS display
- GCLEAR: Remove saved maps from GIDS display
- POINTS: Type info about map points clicked by the mouse.

NB: only for the last map loaded into GIDS (ie. record 0).
MBI will give the information about a point in the GIDS display
M33 will cause exit of the display mode
MB2 will fix the first corner of a rectangle, MB1 the second

- FLAG: Interactive specification of uv-data to be flagged.
Vorks on nv-data in WMP file, created by NMAP with IFRHA option.

The specified points (or areas) are stored in an internal fiag list
MB1, 2, 3 as above

- UFLAG: Specify the (lag type to be used (default type: MANUAL)
- UNLOAD: Save the internal (lag list in an FLF-file, to be used in NFLAG
- WRITE: Save the internal (lag list in an ASCII file (see NFLAG)
- CLEAR: Clear the internal (lag list
- QUIT: Leave NGIDS

• MAPCOMPRESS (factor)
For a value N, the lines and pixels in a NN box are averaged to give a single
data point. A 1024*1024 map loaded with N=2 will result in a 512*512 image.
Defauli value(s): 1

• MAP.RANGE (minimum,maximum data value)
Cut-off values for the scaling of the data values to the range of pixel
values. By choosing the proper cut-offs you can study a particular range of
intensities in the map. The prompt values are the minimum and maximum data
values in the map.

• MAPSEQUENCES (minimum,maximum sequence number)
A range of contiguous sequence numbers to be deleted from the GIDS display
memory.

• OUTPUTYILE (output filename)
Specify the full name for the output disk-file.

• USERSLAG (NONE,ALL,MAN,OLD,CLIP,NOISE,ADD.SHAD,U1,U2,U3)
(specify fiags to use)
Specify the type(s) of fiags to be used.
More than one type may be specified, separated by commas.
NB: The selected (lag type(s) OVERRIDE the default type (eg. MANUAL)
unless NONE is specified.

- NONE: no (lag type specified (ie. use default types)
- ALL or *: use all flag types
- OLD: use the flag type for the OLD’ cla.ss (ie. flagged before

930609, and converted with NVS option)
- MAN: use the flag type for the MANUAL class of operations
— CLIP: use the (lag type for the CLIP class of operations
- NOISE: use the (lag type for the NOISE chess of operations
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- SIIAD: use the (lag type for the SIIADOW class of operations
- ADD: use the (lag type for the ADDITIVE clais of operations
- 111: use a separate (lag for sonw user-defined operations
- 1fl: use a separate (lag for sonie user-defined operations
- U3: use a separate (lag for some user-defined operations

Explanation: Lach uv-data sample in a SCN file kas 8 (lag-bits, which may be
set or reset independently. Lach of these flags corresponds to a certain class
of flagging operations, which then become independent of each other.

• AREA (l,m,dl,dm)
Specify an area of a map:

- 1: 1-coord of centre of area (0 is map centre, <0 in direction of nA)
- m: m-coord of centre of area (0 is map centre, >0 in direction of DEC)
- dl: width of area in grid points
- dm: height of area in grid points

1.2 Common keywords

The foliowing keywords are common to many NEWSTAR programs. Some of them are used
in NGIDS They are described in more detail in other sections of this Cookbook (see below).

• NGEN (general) NEWSTAR keywords
(For details, see the description of COMMON NEWSTAR keywords.)
- LOG (SPOOL,YES,NO,CATEN) (log-file action)
- RUN (run mode)
- DATAB (default directory name)
- INFIX (node name shorthand)
- APPLY
- DE..APPLY
- UFLAG (NONE,ALL,MAN,OLD,CLIP,NOIS,ADD,SHAD,U1,U2,U3) (specify un-flag de
tails)
- DELETEJ’JODE (yes/no)
- DJSPLAY (Output Display)

• Keywords for medium (unit) selection
(For details, see the description of COMMON NEIVST4R keywordsj
- UNIT (O,I,2,3,4.5,6,7,8,9,D) (‘tape’ unit)
- INPUT_UNIT (O.1,2,3,4,5,6,7,8,9,D) (input ‘tape’ unit)
- OUTPUT_UNIT (O,1,2,3,4,3,6,7,8,9,D) (output •tape’ unit)

• Keywords for data-file (node) selection
(For details, sce the description of COMMON NEIVSTAR keywords.)
- SCN_NODE (input/output ‘node’ name)
- WMP_NODE (input/output ‘node’ name)
- MDL...NODE (input/output ‘node’ name)
- NGF_sNODE (input/output ‘node’ name)
- ELF_NODE (input/output ‘node’ name)
- INPUTSCN_NODE (input ‘node’ name)
- INPUtWMP_NODE (input ‘node’ name-)
- INPUTJ\’IDL_NODE (inpu ‘nod& name)
- INPUT_NGF_NODE (input ‘node name)
- INPUT_FLFjNODE (input ‘node’ name)
- OUTPUT_SCN_NODE (output node’ name)
- OUTPUT_WMP_NODE (output ‘node’ name)
- OUTPUTMDLNODE (output ‘node’ name)
- OUTPUT_NGF_NODE (output ‘node’ name)
- OUTPUTSLF_NODE (output node’ name)
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• Keywords for Set selection
(For detaILs, see the deseription of COMMON NEWSTAR keywords.)
- SCN_SETS (Set(s) to do: g.o.f.c.s
- SCN_GROUPS (ist index: group(s))

SCN_ODSS (2nd index: observation(s))
- SCN_FIELDS (3rd index: Held(s))
- SCN_CHANNELS (4th index: channel(s))
- SCN_SECTORS (5tli index: sector(s))
- WMP_SETS (Set(s) to do: g.Lc.p.t.in)
- WMP_GROUPS (ist index: group(s))
- WMP_FIELDS (2nd index: Held(s))
- WMP_CHANNELS (3rd index: frequ channel(s))
- 4VMP2OLARS (4th index: polarisation(s))
- WMP_TYPES (50i index: type(s))
- WMPJVIAPS (GUt index: map(s))
- MDLSETS (Set(s) to do)
- NGF_SETS (Set(s) to do)
- NGF_GROUPS (ist index: group(s))
- NGF_FIELDS (2nd index: fleld(s))
- NGF_CRANNELS (3rd index: frequ channel(s))
- NGFPOLARS (4th index: polarisation(s))
- NGF_H’RS (Sth index: ifr(s)/tel(s))
- NGF_CUTS (Gth index: cut(s))
- LOOPS (niter!Setincr ...)

• Keywords for uv-data selection
(For details, see the descripüon of COMMON NEWSTAR keywords.}
- POLARISATION (XYX,XYY4ÇYX) (polarisation(s))
- HARANGE (DEG) (HA range)
- SELECTJFRS (Select/de-select iErs)
- SELECT_TEL (Select/de-select tels)
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2 NGIDS parameters (keywords)

The following description of the program parameters is also available as on-line hELP. The
text has been slightly modified (clarified) where necessary.

• MAP...NODE (input node name)
See GENERAL keyword descriptions: NODE

• SETS (sets to do)
See GENERAL keyword descriptions: SETS

• LOG (SPOOL,YES,NO,CATEN) (logging type)
See GENERAL keyword descriptions
Defaufl value(s): NO /NOASK

• RUN (run/test type)
See GENERAL keywcrd descriptions
Default value(s): YES /NOASK

• DATAB (database)
See GENERAL keyword descriptions
Default value(s): “ /NOASK

o INFIX (node shorthand)
See GENERAL keyword descriptions
Default value(s): ““ /NOASK

• APPLY
See GENERAL keyword descriptions
Defauli value(s): * /NOASK

• DE.APPLY
See GENERAL keyward deseriptions
Default value(s): NONE /NQASK

• LOOPS (n,incr ....)
See GENERAL keyward deseriptions
Default value(s): ““ /ASK

• MAR.COMPRESS <factor>
For a value N, the lines and pixels in a N*N box are averaged to give a single data
point. A 1024*1024 map loaded with N=2 will result in a 512*512 image. Answer
CTRL/Z to get back to the MAIN_OPTION question.
Default value(s): 1

• MAP RANGE <minimum,maximum data value>
Cut-off values for the scaling of the data values to the range of pixel values. By
choosing the proper cut-offs you can study a particular range of intensities in the map.
The prompt values are the minimum and maximum data values in the map. Answer
CTRL/Z to get back to the MAIN_OPTION question.

• MAPWINDOW <xmin,ymin,xmax,ymax>
The window in the map to be loaded. You will be prompted with the maximum
window (whole map). Answer CTRL/Z to get back to the MAIN_OPTION question.
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1 The program NATNF

This program controls the reading of uv-data from the 6 km East-West array (the socalled
‘compact array’) of the Australia Telescope (AT) into a NEVSTAR .SCN file.

1.1 Overview of NATNF options

1.2
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1 NATNF parameters (keywords)

The following description of the program parameters is also available as on-line II ELF. The
text has been slightly modified (clarifled) where necessary.

• OPTION (LOAD,QUIT)
Specify action to perform:
- LOAD: bad RPFITS data into scan file
- QUIT: finish

• INPUTSHSE (input filename)
Specify the input fllename (without an extension for the LOAD from disk option).

• INPUTJ,ABELS (input labels)
Specify the tape labels to be read. * specifies all labels on the tape

• NGEN keywords, subset of COMMON keywords
See COMMON keyword descriptions: NGEY subset
NGEN keywords are:
- LOO
- RUN
- DATAB
- INFIX
- APFLY
- DE.AFFLY
- LOOFS
- DELET&NODE
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1 NFLAG parameters (keywords)

The following description of the program parameters is also available as on-line HELP,

1.1 Specific NFLAG keywords

• OPTION (SHOWFLAGQUIT)
Specify the action to be performed by the program NFLAC:

- SHOW: show/edit data and header information in SCN-file
- FLAG: (un-)fiag uv-data in SCN-file
- QUIT: leave the program NFLAG

• INPUTYILE (input filename)
Specify the full name of the input disk-file.

• OUTPUTJ’ILE (output filename)
Specify the full name for the output disk-file.

• FLAGflPTJON (FLAG,CLEAR,LOADUNLOAD,WRITE,READ,QUIT)
Specify the flagging option to be performed:

- FLAG: Start actual flagging operations
- CLEAR: Clear the internal fiag list
- LOAD/UNLOAD: Transfer the internal flag list from/to an FLF-file
- READ/WRITE: Transfer the internal fiag list from/to an ASCII file
- QUJT: Leave fiagging option

• FLAGJvIODE
Specify certain operational modes, which remain active from here onwards.
At least one of the modes has to be selected (e.g. FLAG).
All modes can be changed, but only one at a time.
CONTINUE when ready. A summary of the current mode setting will be shown.

- FLAG/UNFLAG: Flags will be set or reset.
- CORR/NOCORR: Apply corrections or not (mcl flagging!) to the uv-data,

before using them (default: NOCORR)
- SHOW/NOSHOW: Show for each Scan when flag is changed (default: NOSHOW)

- UFLAG: Select one or more flag types to be used. This overrides the
default flag type(s) that would otherwise be used for a
particular (un)flagging operation.

It is possible to (un)flag entire Scans by using the flags in the Scan header.
- FHEAD: Force flag setting in Scan header always, even if only

one uv-data point in the Scan is (un)flagged.
- FDATA: Force flag setting in individual uv-data always. For

operations that work on entire Scans, all uv-data are
(un)flagged.

- NOFORCE: (default) Use the default clioice for each operation.

Escape options:
- CONT: Down: Continue to actual flagging operations
- NEXT: Up: Select the next Set of Sectors
- NODE: Up: Select the next SCN node
- QUIT: Up: Select next NFLAG option
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Default value(s): CONT

OPERATIONM
Escape options:

- CONT: Down: Continue to other ilagging operations
- MODE: Up: Modify the flagging mode
- NEXT: Up: Select the next Set of Sectors
- NODE: Up: Select next SCN node
- QUIT: Up: Escape to NFLAG options

At this level there are three categories of flagging operations.
Remember that only the specified uv-data ‘hypercube’ is affected.
Make sure that you understand which of the 8 flag types are affected!

1) Manual flagging operations. The default ilag type is MANUAL (!).

Manual operations that affect ENTIRE SCANS only:
- ALL: UNFLAG all the hypercube HA-scans (not allowed for FLAG)
- HA: (UN-)FLAG the hypercube HA-scans for a selected HA-range

NS: This operation has its own HA-range selection.
- ><: (UN-)FLAG the HA-scan aL the next(>) or previous(<) HA,

NU: This works on all the Sectors in the hypercube!
Manual operations that affect INDIVIDUAL UV-DATA only:

- IFR: (UN-)FLAG the uv-data for selected interferometer(s)
NB: This operation has its own ifr-selection. The affected data
lie in the cross-section of this and the specified hypercube.

2) Operations using criterion(s) from the Scan header. A single upper LIMIT
value is asked. 1f mode=FLAG, a flag is set if MAX(crit)>LIMIT, or if
MIN(crit)<O. See below for mode=UNFLAG. The default flag type is NOISE:

- ANOISE: Criterions are the 4 values for ALGNS (VU), i.e. the overall
Align/Selfcal noise values for Xgain, Xphase, Ygain and Yphase.

- XAN/YAN: As ANOISE, but only looked at the X or Y ALGNS (for gain,phase).
- RNOISE: Criterions are the 4 values for REDNS (VU), Le. the overall

Redundancy noise values for Xgain, Xphase, Ygain and Yphase.
- XRN/YRN: As RNO1SE, but only looked at the X or Y REDNS (for gain,phase).

3) Operations using a criterion derived from individual uv-data.
Two LIMIT values are asked: lower, upper. 1f mode=FLAG, a flag is set if
lower<crit<upper. See below for mode=UNFLAG. The default flag type is CLIP:

- CLIP: Criterion is the AMPLITUDE of the individual uv-data.
NU: This works best for corrected nv-data (mode=CORR).

- MAX: Criterion is MAX(ABS(COS),AUS(SIN)) over ALL the uv-data
in the Scan. NU: This value is taken from the Scan header.

- RRESID: Criterion is the AMPLITUDE of the Redundancy residuals
for the individual nv-data.

NU: The ilag-bytes associated with the uv-data (or Scans) are modified by means
of logical operations vith a ‘FLAGBYTE’. In the latter, 1-S set bits represent
the active 1kg types. Earh operation sets a default 1kg hit in the FLAGBYTE,
unless the user has overridden this by using the UFLAG optïon at FLAGJdODE.

- 1f mode=FLAG, affected flags are modified by: flaghyte.IOR.FLAGBYTE.
- 1f rnodeUNFLAG, affected flags are modifled by: flagbyte.IAND.NOT(FLAGBYTE).

With ‘affected flags’ are meant those nv-data (or Scans) that meet the
criterion specified for a particular (un)flagging operation. Now that a
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(lagging operation is exactly reversed by setting mode=UNFLAG and doing the
same operation with the saaie values for the criterion LIMIT(S).

NB: The operations ALL, HA, >, < and MAX work only on entire Scans, Le. the
flags are set in the Scan header. The other operations (except IFR?) also do
this if mode=FHEAD (force fiags into header). The various NOISE operations work
on the entire Scan if mode=FILLED (ie. all ifrs and all pols are specified in
the hypercube), In all other cases, the (selected!) uv-data are flagged
individually.

• OPERATIONII (TOTELTODATA,TOHEAD,GET,PUT,CONT,MODE,NEXT,NODE,QUIT)

Escape options:
- CONT: Down: Continue to other operations
- MODE: Up: Modify the ilagging mode
- NEXT: Up: Select the next Set of Sectors
- NODE: Up: Select next SCN node
- QUIT: Up: Escape to NFLAG options

At this level, there are 3 categories of operations.
Remember that only the specified data ‘hypercube’ is affected.
Make sure that you understand which of the S flag types are affected!

Operations to copy flags between data/headers and the internal flag list.

- CET: The flags that are set with the uv-data in the specified hypercube
may be collected as entries in an internal flag list of NFLAG.
Successive GET operation’s will add entries to the list, which may
be CLEARed and manipulated at a higher level (FLAG_OPTION).
The default flag type is ALL.

- PUT: The entries in the internal list are used to set flags for specified
uv-data or Scans. Flag types are given by the list entries.

2) Operations to copy fiags between individual uv-data samples:

- TOTEL: Transfer ilags from interferometers to telescopes; i.e. (UN-)FLAG
all uv-data (in a Scan) that share a common RECEPTOR (i.e. X or Y
channel of a telescope) with an interferometer that has been flagged
with the selected flag.

3) Operations to copy flags between Scan headers and individual uv-data:

- TOHEAD: Look for the selected flag(s) in all specified data. 1f the
the same fiag(s) are set in the Scan header (i.e. the entire Scan

is ilagged). Nfl: The flags remain set in the uv-data!
- TODATA: Look for the selected flag(s) in the Scan header. 1f one or more

of those ilags are present, delete them from the Scan header, and
add them to the specified data.

NB: The Scan header bas S 1kg bits, with exactly the same meaning as the
S 1kg-bits for each individual uv-data point. Setting flags in the header
is equivalent to setting the same flags for all data points in that Scan.
It speeds up the running of NEWSTAR programs if many Scans are flagged
entirely. Ilowever, beginning users may ignore the distinction.

• OPERATION2 (SIIAD,RED,NORED,CONT,MODE,NEXT,NODE,QUIT)
Escape options:

- CONT: Continue to other (7) flagging operations
MODE: Up: Modify the flagging mode
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- NEXT: Up: Select the next Set of Sectors
- NODE: Up: Select next SCN node
- QULT: Up: Escape to NFLAG options

Remember that only the specified nv-data ‘hypercube’ is affected.
Make sure that you understand which of the 8 fiag types are affected!

Flagging operations with ‘deterministic’ algorithms, ie. algoritms that
depend on telescope position or HA. The default fiag type is SHADOW:

- SI1AD: (UN-)FLAG the specified uv-data if telescope ‘shadowing’ occurs.
NB: Since the telescope diameter can be specified, this is also
away to fiag haselines smaller than a certain projected size.

- RED: (UN-)FLAG the specified uv-data if the baseline is redundant
- NORED: (UN-)FLAG the specifled uv-data if the baseline is non-redundant

• USERYLAG (NONE,ALL,MAN,OLD,CLIP,NOJSE,ADD,SHAD,U1,U2,U3)
(specify fiags to use)
Specify the type(s) of fiags to be used in the current (un-)fiagging operation.
More than one type may be specified, separated by comma’s.
NE: The selected fiag type(s) OVERRIDE the default types for the NFLAG
fiagging operations (except if NONE is specified).

- NONE: no fiag type specified (Le. use default types)
- ALL or t: use all fiag types
- OLD: use the fiag type for the ‘OLD’ class (i.e. fiagged before

930609, and converted with NVS option)
- MAN (80): use the fiag type for the MANUAL class of operations
- CLIP (40): use the fiag type for the CLIP class of operations
- NOISE(20): use the fiag type for the NOISE class of operations
- SHAD (10): use the flag type for the SHADOW class of operations
- ADD (08): use the fiag type for the ADDITIVE class of operations
- Ul (04): use a separate flag for some user-defined operations
- U2 (02): use a separate fiag for some user-defined operations
- U3 (0fl: use a separate fiag for some user-defined operations

Explanation: Each nv-data sample in a SCN file has 8 fiag-bits, which may he
set or reset independently. Each of these flags corresponds to a certain class
of fiagging operations, which then become independent of each other.
Shown between parenteses is the internal code for each flag type.

• PUTJIANGE (chan,HA,ifr,pol)
The entries in the internal flag list can be used to (un)fiag uv-data in the
SCN-file, using the PUT operation. Each list entry contains information about
channel nr, HA, interferometer and polarisation, and thus indicates a (range
of) nv-data points, or ‘fields’, in the SCN-file. The PUT operation is made
very powerful by the possibility to (un)fiag a 4-dimensional volume of nv-data
around each field indicated by a list entry. This volume is of course limited
by the boundaries of the specified hypercube in whicli the PUT operation is
active. The volume is specified by specifving RANG ES along the •1 axes: channel,
FIA, interferonieter and polarisation.

The range along each axis can be:
just the fields indicated by the list entries

* : the maximum possible range along this azis
n(C] : n fields centered on indicated fields (n=even: one more on the left)
nL : ii fields to the ‘left’ of (and int],) indicated fields
nR n fields to the ‘right of (and mcl.) indicated fields
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Notes:
u=O no flagging (volume of hypercube is zero)
n=1 identical to (indicated fleld only)
* identical to .,,,.,. (this use of * is not consistent here!)
The interferometer range works on telescope (or rather receptor) basis,
ie. the given range is valid for both receptors (eg. OY and AX)

Ezample: if a particular ifr is flagged in one of the frequency channels,
one may wish to fiag the uv-data in all the other channels for that ifr.
The put-range then becomes: *,.,.,.

• HA (DEC) (HA(s) to do)
Specify the start and end of the HA-range in which the action(s) should occur.
1f only one value is given, the end value will be the same.

• LIMIT ((un-)flag limit value)
Specify the limit (threshold) value for the (un-)flag criterion.
The unit (eg. V.U.) depends on the criterion under consideration.

• LIMITS ((un-)flag limits)
Specify the LOWER and UPPER limiting values for the (un-)fiag criterion.
The unit (e.g. W.U.) depends on the criterion under consideration.

• FLAGJSIMIT (minimum fiag count)
1f more than a certain number of uv-data in a Scan is flagged with the
selected fiag(s), the flag(s) are set in the Scan header (thus fiagging
the entire Scan). Specify this minimum number.

• FILE.ACTJON (LAYOUT,SHOW,EDIT,CONT,QUIT)
Specify interaction with the SCN-file header:

LAYOUT: show the layout (contents) of the file
- SHOW: display all fields (values) in the File header
- EDIT: edit fields (values) in the File header
- CONT: go down one level, to interact with Sector headers
- QUIT: go up one level, i,e. escape

• SECTOR.ACTION (NEXT,IFRS,NAME,FLACS,SHOW,EDIT,CONT,QUIT)
Specify interaction with Sector header(s):

- NEXT: go to the next Sector (of the specified Set)
- IFRS: show the interferometer table
- NAME: show index ‘name’ of the current Sector (if #nr specified)
- FLAGS: show the nr of fiags/ifr that are set in the current Sector
- SHOW: display all fields (values) in the Sector header
- EDIT: edit fields (values) in the Sector header by name
- CONT: go down one level, to interact with Scan headers and uv-data
- QUIT: go up one level, to interact with the File header

• SCAN..ACTION (XX,XY,YX,YY,ha,>[n]<[n],S,D,A,W,T,E,Q)
Specify interaction with HA-Scan header(s) and/or their uv-data:

- XX,etc: Select polarisation mode (active from thereon)
(initial default: XX)

nn.nn: Select an four Angle (degr, eg. -12.36)
(initial default: first HA-scan in this Sector)

- >[n]: Select the n-th next IlA-scan (default=next, ie. n=1)
- <[n]: Select the n-th preceding IIA-scan (default=last, ie. n=I)
- Show]: Show detailed Scan header values at the current HA
- E[dit] Edit individual Scan header values at the current IIA
- D[ata]: Show Real/Imag (Cos/Sin) uv-data for the current tJA and polar.
- A[mpl]: Idem, but converted to ampl/phase
- W[eight]c Show uv-data Weight factors for the current Hk and polarisation,

and the current data flag(s)
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- T[elj Calculate and show a guess (hased on a point source model) for
telescope gain/phases. This also works when the phase errors
are so large that NCALIB Selfcal/Redundancy gets stuck in
180 degree phase ambiguities. The calculated values may he
transferred to the Scan header by hand (NCALIB SET MANUAL).

- Q[uitj: Go up one level, to interact with Sector header(s)

• EDIT (Edit: name [,firstj , val [,..j)
The values (‘fields’) in the various headers (Fïle, Sector, Scan) may be
edited individually by hand. This is laborious, BUT IT IS POSSIBLE!

There are two forms of EDIT specification:
- For a SINGLE-VALUE field, give the pair: fieldname,value

Example: RA,85.90 will change the current value of RA to 85.90 (degr)
- For a MULTIPLE-VALUE field (vector), give:

fieldname [,first element to be changed, 0=firstj, value [,value,...]
Esample: 7

The correct (edit) names of the ‘fields’ are shown when the full
headers are displayed with the SHOW option at the various levels.
Value input depends on the field. In general the input should be in the
same format as the output (string vs number, number radix, deg vs h:m:s).

- Strings have to be enclosed in “ if they contain special characters or
separators like spaces or comma’s ( ,,).

- Numbers [+-] [i][.[i]] [eExXdD[+-[i]]] the number should be given in the
same radix as shown, but can be changed by preceding a number with % and
BODX (e.g. %X-1.a2dX+2 is a valid number)

- Angles can be expressed as (+-][h]:[m][:[s[.tht]]] or [+-][d].[m],[s[.tht]]
- Complex numbers are given as [number] [+1- numberl]

1.2 Common keywords

The following keywords are common to many NEWSTAR programs. Some of them are used
in NFLAG They are described in more detail in other sections of this Cookbook (see below).

• NOEN (general) NEWSTAR keywords
(For details, see the description of COMMON NEWSTAR keywords.)
- LOG (SPOOL,YES,NO,CATEN) (log-file action)
- RUN (run mode)
- DATAB (default directory name)
- INFDC (node name shorthand)
- APPLY
- DE..APPLY
- UFLAG (NONE,ALL,MAN,OLD,CLIP,NOIS,ADD,SHAD,U1,U2,U3) (specify un-fiag de
tails)
- DELET&NODE (yes/no)
- DISPLAY (Output Dbplay)

• Keywords for medium (unit) selection
(For details, see the deseriptiori of COMMON NEWST.4R keywords.)
- UNIT (O,1,2,3,4,5,6,7,8,9,D) (‘tape’ unit)
- INPUT_UNIT (O,l,2,3,4,5,6,7,8,9,D) (input ‘tape’ unit)
- OUTPUT_UNIT (O,1,2,3,4,5,6,7,8,9,D) (output ‘tape’ unit)

• Keywords for data-file (node) selection
(For details, see the description of COMMON JVEWSTAR keywords.)
- SCNNODE (input/output ‘node’ name)
- WMPNODE (input/output ‘node’ name)
- MDL_iNODE (input/output ‘node’ name)
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- NGF_NODE (input/output ‘node’ name)
- ELF_NODE (input/output ‘node’ name)
- INPUT_SCN_NODE (input ‘node’ name)
- INPUT_WMP_NODE (input ‘node’ name)
- INPUT..MDL.NODE (input ‘node’ name)
- INPUT_NGF_NODE (input ‘node’ name)
- INPUTSLF.NODE (input ‘node’ name)

OUTPUTSCNJ’JODE (output ‘node’ name)
- OUTPUTWMPLNODE (output ‘node’ name)
- OUTPUTJvIDL.NODE (output ‘node’ name)
- OUTPUTNGF.J’JODE (output ‘node’ name)
- OUTPUTSLF_NODE (output ‘node’ name)

• Keywords for Set selection
(For details, see the description of COMMON NEWSTAR keywords.)
- SCN_SETS (Set(s) to do: g.o.f.c.s

SCN_GROUPS (ist index: group(s))
- SCN_OBSS (2nd index: observation(s))

SCN_FIELDS (ard index: fleld(s))
SCN_CHANNELS (4th index: channel(s))
SCN_SECTORS (Sth index: sector(s))
WMP_SETS (Set(s) to do: g.f.c.p.t.m)
WMP_GROUPS (ist index: group(s))

- WMPSIELDS (2nd index: field(s))
WMP.CHANNELS (ard index: frequ channel(s))
IVMP_POLARS (4th index: polarisation(s))
WMP_TYPES (5th index: type(s))
WMP_MAPS (Gth index: map(s))
MDL_SETS (Set(s) to do)

- NGF_SETS (Set(s) to do)
- NGF_GROUPS (ist index: group(s))
- NGF_FIELDS (2nd index: field(s))
- NGF_CHANNELS (3rd index: frequ channel(s))

NGF_POLARS (4th index: polarisation(s))
NQFJFRS (5th index: ifr(s)/tel(s))
NGF_CUTS (6th index: cut(s))
LOOPS (niter,Setincr ....)

• Keywords for uv-data selection
(For details, see the description of COMMON NEWSTAR keywords.)
- POLAPJSATION (XYX,XY,Y,X,YX) (polarisation(s))
- HASANGE (DEG) (HA range)

SELECTJFRS (Select/de-select ifrs)
- SELECT_TEL (Select/de-select tels)

• Model handling keywords (For details, see the description of NMODEL key
words.)
- MODELMPTION

CONVERt.TO (B1950,J2000,APPARENT,LOCAL)
- MODELÂCTION
- SORTJYPE (INCREASING,DECREASING)
- SORTSIELD (1,L,M.LM,ML,ID,Q,U,V,SI,RM,LA,SA,PA,BITS,TYP,CC,TP2,DIST,POL)

- SOflJCENTRE (Centre Ina for SORT)
- EDITSIELD (I,L,M,ID,Q,U,V,S1,RM,LA,SA,PA,BITS,TYP,CC,TP2)
- EDITVALUE (edit value)
- SOURCEJNUMDER (Source number)
- SOURCEJIJST (Source nurnber list)
- SOURCEJLANCE (Source nuruber range)
- SOURCE (ll,m,id,Q.U,V,Iax,sax,pasi,rm,rs)
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- SOURCESACTORS (An/Ao,dI,drn)
- DELETELEVEL (low level)
- DELET&AREA (lm.dl,drn arcsec)
- DEAMYACTORS (Reaiii factors)
instruijienlal polarisation keywords:
- INPOLQ,U,V100
- INPOLQ,U,VAOO
- INPOLQ,U,VII000
- INPOLQ,U,V.2000
- INPOLQ,U,VA000
- INPOLQ,U,VII0000
- INPOLQ,U,VII00000
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1 The program NFLAG

1.1 Overview of NFLAG optians

The program NFLAG consists of two options that have been ‘split off’ the program NSCAN
in June/July 1993. The Øt option FLAG allows the user to ‘flag’ uv-data in various ways.
This option has grown out of the NSCAN option DELETE, and has greatly expanded
functionality. The option SHOW allows the user to inspect the contents of a SCN-file.

1.2 NFLAG option FLAG

1.2,1 NEWSTAR phlagging philosophy

The NEWSTAR uv-data flagging scheme gives the user unprecedented flexibility for re
versible data-editing. However, its very power (and the fact that it is different from AIPS)
may be a littie confusing, especially to the beginning NEWSTAR user. We hope that this
section of the Cookbook will be a help

The most important thing to remember is that there are S types of fiag, which can be
set and reset independently of each other. So, the user must always be aware which par
ticular flag types have been selected. Each of the S fiag types represents a certain class of
(un)flagging operations:
- MANUAL (80): Manual, by the user.
- CLIP (40): Criterion is a data value (eg. sin,cos,ampl,residue).
- NOISE (20): Criterion is an overall noise value (e.g. REDNS, ALGNS).
- ADDITIVE (10): Criterion is an overall average (eg. DC offset).
- SIIADOWING (08): Deterministic algorithms (eg. shadowing).
- U3 (04): User-definable class
- U2 (02): User-definable class
- Ul (01): User-definable class

The eight types of flag are implemented as bits in a ‘fiag-byte’, which is attached to each
uv-data sample in a SCN-file, and to each Scan header. Flag settings may be inspected
with the SHOW option of the program NFLAG. The sum of the internal codes indicates
unambiguously which flags are set (eg. MAN+SHAD+UI=89).

Flags are set and reset with the various operations behind the FLAG option of the program
NFLAG (see block diagram NFLAG_002.fig). This includes the flags that have been specified
interactively with a mouse, using the program NGIDS. The latter are transferred to the
program NFLAG by means of a fiag-file (see block diagram NFLAG_001.fig).

NB: The concept of a flag-file, which may also be edited, is potentially quite powerful. The
information in such a flag-file specifies flag type, and ranges for frequency channel, HA, ifr
and polarisation. Since these ranges may be wild-cards (t), the (lag-files may be used to
copy flags from a calibrator observation to a real observation.

The use of data fiags by NEWSTAR programs is entirely analogous to the use of uv-data
corrections: they are applied ‘on-the-fly’ whenever uv-data are read in for processing. The
default is that all 8 (lag types are tested for. But the 115cr may specify that one or more
(lag types are to be ignored, by means of the general (NGEN) keyword UFLAG. This is of
course analogous to the use of the NGEN kevwords APPLY and DEÂPPLV for on-tlie-fly
correct ions.

The advantage of the NEWSTAR approach is that different flagging operations can be

7 treated independently of each other. For instance, a selection hy laborious manual editing
is not undone hy a subsequent automatic clipping operation that has gone wrong. The 3
user—deflitable flag-t ypes (or indeed any of the eight flags) cara be used for experiments lVlth
different s’lections of iv—data, in the satne ‘mv as different flag-tall’:s are us-d in AIPS.
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The flags in the Scan header have the sanw S types as the individual data-flags. Tliey are
used to (un)flag entire Scans, and is logically equivalent to using the flags of all the individual
uv-data in the Scan. Since it saves tsting time, it speeds up NEWSTAR programs. It is
also possible to flag an entire Scan terripdrarily, while retaining its internal ilag distribution.
But the disadvantage is that the user can be confused by a technical distinction, which could
be completely transparent. This issue is not resolved yet, and in the meantime the user must
contend with llaggingmodes like FDATA, FIIEAD and NOFORCE, and flaggingoperations
like TOHEAD and TODATA.

The user is urged to work through the examples in this section before starting
to use NFLAG. Quite a lot of valuable (and sometimes essential) information is
available in the on-line HELP text.



SHOW
OVflON Inspect concerns of SCN-Hle interactively

(This option used tube in program NSCAN)

FLAG

CLEAR the interirni flag list
FLAOVrION LOAD/UNLOAD the flag list from/to FLF-file (eg. from NOIDS)

QUJ READ/WRrrE the flag list from/to ASCH file (inspecUedit)

FL40
Sans: WPUT_SCN_NODE SCN SETS, HA_RANOE

Wkhin Scans: POLARISATTON, SELECT_IFRS
NODE Define uv-data hypercube

Subsequent opemüons will be limited to this hypercube.
NEXT Default is a fufly ‘HLLED CUBE’. i.e. all data in the Sans

COROCORR: Apply coections to the data fit (or not) USER FLAG 1FLAG/UNFLAG: Set or reset flags

[

FL4C MODE
MOD SHOW/NOSHOW: Type message for each (un)flagged San

EADATAmOFORCE: Force flags in data or San header
pecify flag(s) to usj

CONT
Manual (entire Sans): ALL. ha, >, <

OPERA11ON_O

__________

Scan noise criterion (entire Scans): ANOISE, RNOISE ecc
Manual flagging IER: (un)flag all the selected data in the current hypercube

Dam-driven flagging
CLIP, RRESID: (un)flag individual uv-data mi the basis of some critedon

CONT
CEl’:: Add the flags in the cuntnt hypercube to the internal (lag list

OPERATION_1

_________

PUT: Use the intemal (lag list to put flags into the cuntnt hypertube

Transfer of flags TOTEL: Trausfer flags ftom interferometers to telescopes.
TOHEADifODATA: Transfer flags between Scan header and individual uv-data

CONT

OPERATION_2 SHAD: (un)flag shadowed uv-daca
Delemiinistic flagging RED/NORED: (un)flag redundant basehnes

aigorithms

Fig ...: Schematic block diagram of the use of the FLAG option of the program NFLAG
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1.2.2 Example: two fiaggilig operations

This example has been annotated, 50 that it may serve as a first introduction to the use of
NFLAG option FLAG. Starting with an unfiagged SCN-file, two successive fiagging opera
tions are shown, using two different fiag types (MANUAL and SIIADOW). The resuits of
this particular example are shown in the description of NFLAG option SHOW, later in this
section.

> rzmws0 [101] X dwe nf lag Start program NFLAG
NFLAGS1 is started at 1S—JUL—93_16:26:02

Ø OPTION çsi1owrLÂo.orn = QUIT: flag

® FLAG_OPTION (FLAC,CLEAR.LDAD,UNLCAD.WRITEREAD.QUIT) = FLAG:

The other FLAG_OPTIONs deal wiM the NFLAG inlernalfiag list: Clearing ii and copy-
ing flags to/from the two types of flag files. This will 6e dealt w:th in a later ezample of
GET/PUT. Now the uv-data hypercnbe will 6e defined, to which the subsequent (un)flagging
operations will 6e hmited:

® INPUTSCNNODE (Lnp.a* node’ name) = ““: 3c147 SCN-flle

Ø SCN_SETS (sel(.) = ““: 10.0.0.3.01 Frequ channel 9
Ø POLARISATION (XVX,XY,Y,X.YX) = XYX: XX onty
All auto/cross interterometers pre—selected

® SELECTJFRS (Selec%/d.-.eIect liet) = 1 All ifrs

Ø HASANGE (DEC) = t: <ca31 All HA-Scans

In an FILLED data hypercube, aH interferometers and all polansations are selected. Some
operatzons will then set flags in the Scan header, rat her than in the individual nv-data. The
user should 6e aware of this when inspecting flags, and in subsequent unfiagging operations.

Ø FLAGJ1ODE (FLAO.UNPLAO,CORR,NOCORR,SIIOW,NOSHOW,PIIEAD.FDATA. .j = FLAG: 1 «It>

Ø FLAGJvIODE (FLAO.UNPLAC,CDRR.NOCORR.SHDW.NOSHDW,FHEAD.FDATA,
,

= CONT: show

Ø FLAGJvIODE (PLAO,UNFLAO,CORR,NOCDRR.SHOW,NOSHDW,PHEAO,FDATA,
,

= CONT:
Current modes: FLAG SHOW UNFILLED NOCORRECT

At least one FLAGJPfODE must 6e specifled here, eg. FLAG. The specifled FLAG3IODEs
will be active from here onwards. NOCORRECT indicates that no corrections will be applied
to the uv-data when they are read in. In the following (un)flagging operations, their default
flag types will 6e used, since we have not used the option UFLAG to overnde Mcm.

First, some individual interferometers will be flagged, using the manual operatzon 1Fl?. Its
default flag luis type MANUAL. This operation luis its own inlerferometer setection, which
can only narrow the hypercude specified above.

Ø OPERATION_O (ALL,HA,>,<,MAX. = MODE: Default flag type: MANUAL
No interferometers pre—selected

______

® SELECTJPRS (S*lect/de-selce’ ii,.) = j 7J
0123456789ABC0

0 ÷
1 +

2 +

3
4 ——-+

S ——+

6 —+

7
8
9
A
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C
D

______

® SELECTJFRS (S.l.c/4..nIt Ii,.) = ““ <CE>
MA —88.99 interferometers flagged for sector 0.0.0.3.0
Uk —88.74 interferometers flagged for sector 0.0.0.3.0
MA —88.49 interferometers flagged for sector 0.0.0.3.0
MA —88.24 interferometers flagged for sector 0.0.0.3.0

MA 88.24 interferometers flagged for sector 0.0.0.3.0
MA 88.50 interferometers flagged for sector 0.0.0.3.0
MA 88.75 interferometers flagged for sector 0.0.0.3.0

The message per (ffected) Scan is the result of the flag-mode 51101V, which will now 6e
tunzed off The second operation that will 6e shown here is the flagging of nv-data that
are éiffected by ‘shadowing’, ie. the partial blocking of the fleld of view of one telescope by
anotker. This is called a ‘deterministic algorithm since it only uses known instrumental
parameters like HA, elevation and telescope position. The operatzon has the default flag type
SHA DO 1V.

OPERATION_0 (ALL,UÂ,>,<,MAX,ANOISE,RNOISE,XKN,YKN,XAN,YAN,
IFR,CLIP,REESID,CONT,MODE,NEXT,NODE,QUIT) = MODE:

Ø OPERATION_O (ALL,HA,>,<,MAX.ANOISE.RNOISE,XRN,YRN,XAN,YA. ., = MODE: <CE>

Ø FLAGJVIODE (FLAO,UNFL.AQ,CORR,NOCORR,SFEOW,NOSHOW,FHEAD,FDATA, - = CONT: noshow

Ø FLAGJvIODE (FLAO,UNFLAG,CORR,NOCORRSHOW,NCSHOW,FHEAD,FDAtA, .,j = CONT: <CE>
Current modes: FLAG NOSHOW UNFILLED NOCORRECT

Ø OPERATION_O ALLHA,>,(.MAx.ANoIsE.aNoIsE.xaN,yaN,xAN,yA. -) = MODE: cont

Ø OPERATION_1 (TOTEL.TODATA.TOHEAD,GET.PUT,CONT,MODENEXT, - -) = MODE: cont

Ø OPERATION.2 (SHAD,RED,NQRED,CONT.MODE,NEXT. .j = MODE: J shad

Ø LIMIT «., = 25: Cive tetescope diameter (m)

For real flagging of shadowed data, the actual diameter of 25m for WSRT telescopes should
of course 6e given here. This example is to demonstrate a serendipitous altenzative tse of
this operation, i.e. the flagging of all baselines with a projected size of less than 200m.

The result of these two flagging operations may now 6e verifted with NFLAG option SHOW.
This is done, for this particular example, in the description of option SHOW al the end of
this section.

Ø OPERATION2 (SHAD.REO,NOREDCONT,MODE}NEXT. = MODE: jquit 1
Ø FLAG_OPTION (FLAO.CLEAR,LOAD,UNLOAD,WRIrE,READ,QUIT) = QUIT: 1_<Ch>
Ø OPTION (SHQW,FLAOQUIT) = QUIT: shovi NFLAG option SHOW
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1.2.3 Example: resetting all fings

The following example is very important for users who have lost iheir way in the many
options and operations of NEWSTAR ilagging. and want to start with a clean slate. It also
emphasizes the two questions that users should constantly ask themselves: Which flag types
are being alfected, and are they affected in the Scan header or in the individual uv-data?

Ø OPTION {SHOW,FLAG,QUIT) = QUIT: flag

® FLAG_OPTION (FLAO,CLEAR,LOAD,UNLOAO,WRIttREAD,QUIt) = FLAG: <C>

® INPUtSCNNODE (Inp.st .od n.m) = ““:

_____

SCN-flle

® SCN_SETS (Set(.) = All Sectors

Ø POLAFtISATION (XVX,XY,YX.VX) = XYX: <> All polansations
All auto/cross interferoiucters pre—selected

® SELECTJFRS (S.iect/d.neicciI,.) = <GB.> All zfrs

® HAJt.ANGE (DEC) = ‘: <c» All HA-Scans

Ø FLAG..MODE (FLAC.UNFLAC,CORRNOCORRSHOW,NOSHOW.PHEAD.FDATA. = FLAG:

Ø FLAGJvIODE (FLAC.UNFLAO,CORR,NOCORR.SHOW,NOSIIOW.PHEAD.FDATA...) = CONT:

Ø FLAG_MODE (FCAGUSFLAO,CORR,NCCORRSI(OWNCSHOW.FHEAD,FDAfl ..j = CONT:

Ø USERSLAG (NONE,ALL,MAN,OLb.CLIP,NOISE,ADDSHAD,UI,U.U1) = NONE:

Ø FLAGJVIODE (FLAO,UNFLAC,CDRR,NOCORR,SHOW,NOSIIOW,FHEAD,FDATA, = CONT:
Current modes: UNFLAG NOSROW FILLED NOCORRECT

Note the use of UFLAG to select all (8) flag types, This overrides the default flag types of
any subsequent flagging operations.

Ø OPERATION_O (ALL,HA.>,<,MAX,ANOISERNOISE,XRN.YRNXAN,VA. = MODE:
No interferometers pre—selected

Ø SELECTJERS (Sd.ct/d.-aI.ct iii.) =

0123456789ABC0
0 —+++++++++++++

1 —++++++++++++

2 —+++++++++++

3 —++++++++4+

4
S
6
7
8
9
A
B
C
D

______

® SELECTJFRS (5Uct/d...eitcI t,.) = j <CR>

takes care of the flags in the indivzdual nv-data. To make sure
headers are reset. another operation must be perjormed:

o PERATION_ij (ALIHA>.< .&1.x.ANCIvS

HA (DEC) HA)’) do) = ““:

Now all flags In this SCN-file have been reset. This may be verified wijk NFL.4G option
51101V.

1 THE PRQGRA:’.f NELAG

[Unt lag

uflagj

1 <ca>

All ifrs

This
Scan

0
0

that also the flags in the

=MODE:
All HA-Scans



Fig .: Schematic xvlationship of the varinus uv-data ‘flagging’ operations and concepts.
Each uv-data sample in a SCN-file has different flags, whicb eau Ir set or reset independendy.
Different flags we assigned to vailous classes of thigging operations of the programs NFLAG and NOIDS.
Flags eau be tnnsferred (copied) hetween the uv-data and the outside world via an intern& flag-list
of the program NFLAG. The two kinds of iniennediate files contain the seine flag-infonnation, but
in different fornuis. The ASCU file is larger than the ELF-file, but eau be inspected and edited.

f

NFt.AQXI
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1.2.4 The intertml flag list: GET and PUT

The program NFLAG uses an internal flag list to store fiags temporarily in the process
of copying them from one place to anotlier. This is illustrated in the block diagram
NFLAGMOÎ.fig.

The fiag list cao be filled in either of two ways:

1. From the uv-data in the SCN-file, in one or more GET operations. The user should
keep in mmd that each GET operation will add entries to the list, the list should be
explicitly CLEARed when necessary.

2- From one of the two kinds of fiag file, i.e. an FLF-file (LOAD) or an ASCII fiag file
(READ). The reverse operations (UNLOAD and WRITE) are also possible. Thus, to
store flags that are set in a SCN-file in a fiag-file, they must first be OCT into the
internal list, and theo UNLOADED or WRJrI’EN to a Ilag-file.

The PUT operation, with which fiags are copied from the internal fiag list to the uv-data is
very powerful, because It is possibie to specify a socalled PUT_RANGE. This is a range in

Ç the four ‘dimensions’ channel, tJA, ifr and polarisation. For each entry in the fiag list, not
only the corresponding uv-data point will be fiagged, but a 4-dimensional hypercuhe around
it. For example: if some automatic algorithm has detected interference in one frequency
channel, it is possible to fiag all frequencvchannels at that particular HA and ifr in this way.
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1.2.5 The two kinds of fiag files

Flags may be stored into two different files: the FLF-file is (much) smaller because the
information is stored in a compact format. The same information can also be stored in an
ASCII file (default name FLAC.LOC), which can be inspected and edited with a normal
text editor. It is up to the user to choose between these two kinds of file.

When printed, the ASCII file looks as follows:

> rzmwsø [102) ‘h more FLAG.LOG UNIX command

1+ Flagging file FLAG.LOG
Created by NOORtAM 0fl 930715 at 17:06:18 at rzmwso
Flags:

MAN : 80 CLIP: 40 NOIS: 20 100 : 10
SEAD: 08 U3 : 04 112 : 02 Bi : 01

Types:
00: Interprete 1ff Held as interferometer
01: Interprete Ifr Held as baselines in m

Data following an are seen as cominents
Remaining fields have format:

all values
value: single value
vaj.1=val2: value range Cinclusive)

!Flag Type Channel Hour—angle 1f r Pol
40 00 0 —88.74 * *

40 00 0 —88.49 * *

40 00 0 —88.24 t *

40 00 0 —87.99 * *

80 00 0 —10.02 * t

80 00 0 —9.77 * *

80 00 0 —9.52 * *

80 00 0 —9.27 * *

80 00 0 —9.02 * *

80 00 0 —8.77 * *

Note the two fiag types, MANUAL (80) and NOISE (40), which have obviously been set in
two different fiagging operations. (Nil: the use of the word ‘lype’for the second column is a
bil cunfusing here: ii kas no relation to the flag type!)
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1.3 Interactive flagging using NOIDS

In the following, a complete sequence of steps will be shown:
Making a ‘map’ of nv-data in a WMP file, using NMAP

- Displaying the nv-data on the screen, using NGIDS
- Specifying areas of nv-data to be fiagged, using mouse and NGIDS
- Writing the Dags from NOIDS to an ASCII flag-file
- Printing the ASCII Dag-file to inspect it
- Reading the Dags into the NFLAG internal Dag list
- Copying the flags to the uv-data in the SCN-flle, using PUT
See the block diagram NFLAC.0O1.flg.

1.3.1 Putting the uv-data into a WMP file

> rzmvso [101] X dve nmap

NMAP$1 is started aS 24—JUL—93 16:59:38

_____

® OPTION MAIE.snow,pJoDLE,wsenrs.w33rlTs,wrn.prrs,rRoMouD, = QUIT: naRe

® LOOPS (,i.e,,setinc, a = ““:

Input data:

Ø SCN...NODE (I.p.tf,utp,t ‘nod. ,.me) = ““; 3147 SCN-file

Ø SCN_SETS (Set(.) = ““ 10.0.0.3.01 Channel S only

Ø HAJIANGE (DEC) = t:

_____

AU HA-Scans
All fixed/movable interferometers pre—selected

® SELECTJFRS (SeIect/de-.eIect ‘t,.) = ““: AU ifrs!

0123456789ABCD
0 —+++++++++++++

1 —++++++++++++

2 —+++++++++++

3 —++++++++++

4 —+++++++++

5
6 —+++++++

7
8
9
A
B
c
D —

® SELECTJERS (StI.ci/de-..I.et t,,) = ““: <CH.> 1
Ø SCNJ’JODE ()npu/o,*put u,d,’ ‘.“) = ““: <> 1f Snd inptii SCN-file

® USER_COMMENT (n.p c,mmtnt) = COOkbOOk demo 1
Map properties:

® UV_COORDJNATES (uv,DASHAIFRHÂ) = UV: ifrha Recommended!

® HA_RESOLUTION (DEC) = 0.50137 DEC: <CR>

® IFRJtESOLUTION (1 re,.rne,r,ep.,.k’n) = L <ca> 1
Ø FTSrZE (FFT.i.t) = 211,361: <0»]

® OUTSIZE (C,tput.i.,) = 211,361: 1 <0K> 1
® QMAPS (M.,, m.p dtaiI.?) = NO; 1 <CP>)

Data manipulations:

_____

Ø QDATAS (M., d.t. b.ndJi.t 4t.iI.fl = NO; <>

® SUBTRACT (S.r ..btr.ain) = NO: Rcconzmcndcd if posblc

® MODEL_OPTION (HEDWRnCLEAR ZERO SHOWJ2ST REItOWRIJST
.

A,QU1T)
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Ø INPUTJVIDL..NODE {int ,.d& 0cm.) = ‘: [3c147 1 A1DL-flle

Ø MODEL_OPTION (FtEAD.WFUTE.CLEAIt.ZERO,HOW,LIST ftSIiCW.RLZST. A,QUIT) «»1
1 sources in list

® MODEL.ACTION (MERGE.AD...) = MERGE,BAND,TIME,NOINPOL:

_____

Output files:

______

Ø (XX,XY,YX,VY,I,Q,U,V.L,XXIXVI,VXI,VYI.II.QI,UI,
. .

= XX: [ix, YY

Ø MAP_COORD (0L950.fl000,APPÂRENT,REPERENCS,AREFERENCE) = B1950_2000: <CR>

Ø OUTPUT (MAP,AP.CQVER,REAL.IMAO,AMPL,PHASE) = AMPL,PHASE: real,imag

® OUTPUT..WMPJgODE .oopot cmie’ come) = ““: demo
Creating node DEMO

0.O.0.0.3.O(#0) type REAL in node DEMO
0.0,0.0.4.0(H) type IMAG in node DEMO
0.O.0.1.3.0(#2) type REAL in node DEMO
O.0.O.1.4.0(#3) type IMAG in node DEMO

NMAP$1 is ended as 17:06:32 STATUS=SUCCESS

1.3.2 Displaying the WMP file with NGIDS

> rzmwso [102] h dve ngids
NGIDSS1 is started aS 24—JUL—93 17:10:14

remove tvdevices?

Ø OPTION (LOAD,CCLEAR,POINTS,FLAO,UFLAO,UHLOAD,WRI’VE.CLEAR,
,.

= LOAD: [5ÇR> 1
® INPUT_WMP_NODE ()npol node’ = ““: demo

Ø WMPSETS (sec(s) =

Ø AREA (I,m.dl,dm) = 0,0,364,106: <CR>

Area(s) selected:
Total : 1= 0, m 0, d1 364, dm= 106

ØMAP..COMPRESS (i.cooijL j]

___

Ø MAP..RANGE (mlcimum.m..Lmcm d.ta ‘.1e.) = -10108,9213: 1
Set 0.0.0.0.3.0 will be loaded
Set 0.0.0.0.4.0 will be loaded
Set 0.0.0.1.3.0 will be loaded
Set 0.0.0.1.4.0 will be loaded
Could not record map 4

Ø OPTION (t.OAD,QCL,EAR,POINTS.PLAG,UFLAO,UNLOAD,WRITE,Ct.EAR,
.

= QUIT: points
16, 41: 9166,00 VU aS (9D, 8.0)

—55, 34: 2277.00 VU at (88, —27.6)
54, —29: 3119.00 VU at (18, 27.1)

1.3.3 Interactively specifying flags in NGIDS

Ø OPTION (LOAD,GCLEAR,POLNTS.FLAG,CFLÂG,UNLOAD.WRITE,CLEAR.
-

- ) = QUIT: flag
—125, 23: —3089.00 VU at (60, —62.7)

46, 41, 62, 1)
5, 3, 122, 64)

1.3.4 Trausferring flags witli an ASCH flag file

Ø OPTION (OAO,GCLEAR,POINTS.FLAO.UFLAC,,UNLOAD,WR’rE,CLEAR, . = QUIT:

Ø OUTPUTSLFNODE o,tu’ooj, o.m, = ““: Erno
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S entries in FLF node DEMO

Ø OPTION (LOADOCUEAR.POLNtS,FLkC,UFL.AC,UNLOAD,WRITECLEAR,
- -i = QUIT: vrite

® OUTPUTSILE (o.ztpttU.o.me) = “FLAG.LOG”: derooflag.logj
3 entries in file DEMOFLAG.LOG

_____

Ø OPTION (LOADOCtEAR.POCNTS.Ft,AC.UFLAC,UNLOADWRTE,CLEAR.
-

= QUIT: <0K>
NGIDS$1 is ended at 17:18:40 STATUS=SUCCESS

> rzmvsO [104] ‘1. more DEMOFLAG.LOG NEWST.4R makes capüals!

!+ Flagging file DEMOFLAG.LOG
1 Created by NOORDAM on 930724 at 17:18:00 at rzmvsü

Flags:
MAN : 80 CLIP: 40 1(015: 20 ADO 10
SHAD: 08 U3 : 04 U2 : 02 Ul : 01

1 Types:
00: Interprete Ifr field as interferometer
01: Interprete 1ff field as baselines in m

I Data folloving an 1 are seen as comments
Kemaining fields have 1 ormat:

t: all values
value: single value
vallval2: value range Cinclusive)

!Flag Type Channel Hour-angle Ifr Pol
80 00 * —62.67 6D *

80 00 * 7.52= 38.10 9D *

80 00 * —28.08= 32.59 1B88 *

> rzmvsø [105] 7. dve nflag
NFLAG$1 is started at 24—JUL—93_17:19:50

Ø OPTION (SHOWPLAG.QUIT) = QUIT:

® FLAG_OPTION (PLAO,CLEAR,LOAD.UNLOAD,WKITE,READ,QUIT) = FLAG: read

Ø INPUT_FILE (nptt fiIn.m.) = “FLAG.LOG”: demoflag.logj
S entries in list

_____

Ø FLAG_OPTION (FLAC,CLEAR,LOAD.UNLOADWRITE,READ,QUIt) = FLAG: «8>1
® INPUT..SCN_NODE (Inni nnd& ) = ““: [!s.47 1
Ø SCN_SETS (SeI(i) = ““: 10.0.0.4.01

_____

Ø POLARISATION (XYX.XV,Y,XYX) = XYX: <CDI
All auto/cross interferometers pre—selected

Ø SELECTJFRS (ScIect/de..nInctItn) = ““: 1<08>1
Ø HASANGE (DEC) = * I<ca1

___

Ø FLAGJvIODE (FtAC,UNFLAC,CORft,NOCORRSHCW+NCSHOWFHEAD,FDATA, = FLAG: shovj

® FLAGJvIODE (FIAC.UNFLAC.CORR,NOCORR,SHOW.NCSHOW,FHEAD.FDATA.
-

= FLAG: uflag

Ø USER_FLAG (NONE,ALIMAN,OLD.CLIPNOISE,ADDSHAD,UIjfl,Uij = NONE:

Ø FLAGJvTODE (FLACUNFLAOCORfl,NOCOFLRSIIOW,NOSHOWFHEÂD,FDATA. = FLAG: 1 <CFI>

Ø FLAGJvIODE (v1Ac.urJrLAcconRnocoaR,sHowNosHowrI{EArZ,rDATA,
- -) = CONT: [<ca> 1

Current modes: FLAG SHOW FILLED NOC0KRECT

Ø OPERATION_O (ALL,[IA><,MAX.ANOISERNOISEXELN,VRN.XAN.VA = MODE:

Ø OPERATIONII {TCTELTODATA,TOffEÂDGETPUtCONTMODE,NEXT, = MODE:

Ø PUT_RANGE (ch.n.HA,ifrpnl) = “.“,““,““,“.“ L<08> I
HA —62.67 interferometers flagged for sector 0.0.0.4.0
HA —28.07 interferometers flagged for sector 0.0.0.4.0
HA —27.82 interferometers flagged for sector 0.0.0.4.0



1 THE PROGRAM NELAG 12

Rk —27.57 interferometers flagged for sector 0.0.0.4.0

fik 37.10 interferometers flagged for sector 0.0.0.4.0

fik 37.36 interferometers flagged for sector 0.0.0.4.0

HA 37.61 interferometers flagged for sector 0.0.0.4.0

fik 37.86 interferometers flagged for sector 0.0.0.4.0

fik 38.11 interferometers flagged for sector 0.0.0.4.0
Current modes: FLAG SHOW FILLED NOCORRECT

Now thc reverse operation: GET, WitTE and inspec( the ASCH file:

Ø OPERATION_1 (TOTELTOOATA.TOHEAO,OCtPUT,CONT.MQOE.USXT. j = MODE:
Current modes: FLAG SHOW FILLED NOCORRECT

_____

Ø OPERATION_1 (TOTEL,TODATA.TOHEAD.OT.PUT.CONT.MODE.NSXT. - -)
= MODE:

Ø FLAGJwIODE (FUAO,UNFLÂG.CORR.NQCORR.s1low,NOSHOW,FHEAQ.FDATA, = CONT:

Ø FLAG.OPTJON (FLAO*CLEAR.LOAD.UNLOAD.WRITE,READ,QUIT) = QUIT: 1 1
® OUTPUTSILE (otpi.tflI.nn.) = “FLAG.LOG”: I<CR>I

3 entries in file FLAG.LOG

_____

® FLAG_OPTION (rLAO.CLEAR.LOAD.UNL0AD,wRITE,READ,QUIT) = QUIT: 1
Ø OPTION (SHOW,FLAO,ULT) = QUIT: <CR>

NFLAG$1 is ended at 17:25:57 STATUS=SUCCESS

> rzxiws0 [106] ‘/. more FLAG.LOG

!+ Flagging file FLAG.LOG

Created by NOORDAM 0fl 930724 at 17:25:42 at rzmwsø
Flags:

MAN : 80 CLIP: 40 NOIS: 20 ADD : 10

SEAD: 08 U3 : 04 U2 : 02 til : 01
Types:

00: Interprete 1fl field as interferometer
01: Interprete Ifr held as baselines in m

Data following an are seen as comments
Remaining fields have format:

t: all values

value: single value

vall=val2: value range (inclusive)

!Flag Type Channel Hour—angle Ifr Pol

80 00 * —62.67 6V *

80 00 * 7.52= 38.10 9fl *

80 00 S —28.08= 32.59 18=88 S

This is not qnite the result we expected. A GET operation produces a separate entry for
every HA-Scan. What we see here is the compact notation produced hij NGIDS. This is
partij erplainable: we have forgotten to CLEAR the tutenial flag list of NFLAG before
doing the GET operation (remember that cccli GET adds entries to the list). Bot we must
conciude that GET has not added aug entries to it in this case. 50 there must be something
wrong
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1.4 NFLAG option SHOW

The option SHOW allows the user to inspect the contents of a SCN-file: the general
layout, the contents of headers at the various levels (ie. file header, Sector header and Scan
header), and the nv-data itself. Until july 1993, this functionality used to be part of the
program NSCAN. Its use is demonstrated in some detail in another section of this Cookbook:
‘Description of the NEWSTAR SCN-file’. In this section, we will only draw attention to the
use of the 5110W option to inspect Dags that are set in the nv-data or in the Scan header.

1.4.1 A short tour of SHOW

The NFLAG option ShOW allows the user to inspect the SCN-file at successively deeper
levels: File layout and header, Sector header, Scan header (inciuding header flags) and finally
Scan data (inciuding weights and Dags):

Ø OPTION (sHowPt.ACqulT) = QUIT: show

Ø INPUT..SCNJ’IODE (inpol and, nam.) = ““:

______

File description of node 3C147:

Created: 17—Sep—1992 12:15 RevisionCa4): 23—Jul—1993 16:21
File contains 9 datasectors in 1 groups and has version 1

® FILE..ACTION (LAYOUT,SHOW,EDIT,CONTMUIT) = CONT: [<ca>

® SCN_SETS (sct(.) = ““: 10.0.0.3.01
Sector 0.0.O.3.OC#3) — 3C147 — Channel 3 — 711 scans — 4 polarisations

Ø SECTOR..ACTION (NEXT.IFRS,NAME.FLACS.SHOW,EDIT.00NT,QUIT) = CONT:

Ø SCAN..ACTION (XX,XY,YX,YV,ha,>Inj,<(nJ,S,D.A,Wt,E,Q) = “>“:

1.4.2 hspecting flags per Sector

It is possible to inspect the total number of Dags for each interferometer in a Sector (i.e.
many consecutive Scans). Each flagged nv-data point is counted for ‘one’, even if more than
one of the S Dag types have been set.

Ø OPTION (SHOW,PLAG.QUIT) = QUIT: show

® INPUT_SCN..NODE (lapan and. nam.) = ““: 3c147

Ø FILE..ACTION (LAVOUTSHOWEDIT+CONTQOIT) = CONT: 1 <Ca> 1
® SCN_SETS (5a1(*) = ““: 10.0.0.3.01

Ø SECTOR.ACTION (NEXtIFR5MAMEPLACSSHOW.EDTtCONT.QOIT) = CONT: flags

Ø HAJtANGE (DEC) = S: «a> j

_____

All HA-Scans

Ø POLARISATION (XYX.XV.Y,X,YX) = XYX: <CE> All pols

Flag count
0 1 2 3 4 S 6 7 8 9 A S C D

710 . . . . . 645 . . . . * . 0
0 1420 . 710 . . . . . . . . . . . 1
1 14201420 . 710 . . . 645 . . . . . . 2
2 1420 1420 1420 . 710 . . 645 . . . . . . 3
3 1420 1420 1420 1420 . 710 . 645 . . . . . 4
4 . 1420 1420 1420 1420 . 710 645 . . . . . . 5
S . . 1420 1420 1420 1420 . 645 . . . . . . 6
6 1290 . 1290 1290 1290 1290 1290 . 645 645 645 645 645 645 7
7 1420 1420 1420 1420 1420 1420 1420 1290 . 710 283 . . . 8
8 1420 1420 1420 1420 1420 1420 1420 1290 1420 . 710 710 . . 9
9 2840 2840 2840 2840 2840 2840 2840 2580 2840 2840 . 710 . . A
A 2840 2840 2840 2840 2840 2840 2840 2580 2840 2840 1420 . . . S
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S 2540 2840 2840 2840 2540 2840 2840 2580 2840 2840 1420 1420 . 710 C
C 2840 2840 2840 2840 2840 2840 2840 2580 2840 2840 1420 1420 1420 . 0

o 1 2 3 4 S 6 7 8 9 A B C 0
Data count

1.4.3 Inspecting flags per Scan

The (lag-bytes of individual uv-data can he inspected too:

Ø SCNSETS (S.t(.) Io.o.o.Jö1
Ø SECTOR..ACTION (NEXT.IFRS.NAME,flAOS,SiOW,EDITCONT,QUIt) = CONT:

Ø SCAN..ACTION (XX,XY,YX,VY..>I.I,<In[S,O,A.W,T.E.Q) =“>“: weights/flags

XX Data weight (*0.1000)

0 1 2 3 4 S 6 7 8 9 A S 0 D
• —80 80 80 80 . . —80 80 80 200 150 180 220 0

0 . . —70 70 80 70 . . 80 701801401702001
1 08 * . —70 80 70 80—70 80 701901501702102
2 . 08 . . —80 70 80—70 80 701801401702003
3 . . 08 . • —80 80—80 80 802001501802204
4 . . . 08 . . —80 —70 80 70 190 150 170 2005
5 . . . - 08 . . —80 80 70 190 150 180 2106
6 - . . - . 08 . . —80 —70 —180 —150 —170 —200 7
7 80 . 80 80 80 80 88 . . —80—2001601802208
8 . . - - . . . 88 . . —180—140 170 2009
9 - • . . . - 80 08 . . —370 430 520k
A - . . . . . 80 08 88 . - 3404108
B • . - . . . . 80 - 08 08 - . —4800

- . . . . . 80 - . . . . . t
0 1 2 3 4 S 6 7 8 9 A S C D

XX Data flags

The flag code is the sum of the codes of all the flag types that are set for a particular
uv-data sample. Thus, for some only the ilag of type MANUAL (80) is set, for others only
type SHADOW(08), and a few have them both (88).

Note that the weights of all uv-data that are flagged (any flag type) have been made negative.
This is used internally, to speed up NEWSTAR programs.

1.4.4 Inspecting flags in the Scan header

1f flags are set in the Scan header, they may be inspected as follows:

® SCNSETS (S.t(.) = “‘ <CR>

Ø SECTOR_ACTION (NEXT.IFRS.NAME.FLAGS.SHOW,EDIT.CONT.QUIT) = CONT:

® SCAN..ACTION (XX.XV.YX.YYb..>I.I.<{nIS,DA,WtE,Q) = “>“:

Scan header description

RA 0.0000000 MAX 0.000 SCAL 0.000000
REONS 15.907 29.774 13.912 30.621
ALONS 0.000 0.000 0.000 0.000
OTHNS 0.000 0.000 0.000 0.000
BITS 00008000 CLKC 0.000000 S ACLKC 0.000000 s
IREF 0.00 deg/kEXT 0.00000 REFR 0.00000

The flag (type MANUAL, code 80) is visible in BITS.
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1.5 Ideas for improvements

Eflicient data editïng is now the highest priority for NEWSTÂR. The program NFLAG,
and the interactive flagging option in the program NGIDS, have been created in a very
short time to meet the needs of important new NEWSTAR users (notably the 4’/HJSP
project and the operational groups in \Vesterbork and Dwingeloo). Although some of the
most important options have been implemented (and partly tested). there is ample room
for irnprovement.

The user is invited to add ideas and suggestions to the list below. This list is not necessarily
in order of importance, and certain things will not get done very soon, Some ideas can be
implemented rapidly: the program NFLAG has been designed as a frame-work, in which a
wide range of flagging operations can be relatively easily provided and/or modified. Other
improvements are clearly desirable, buL the required effort may not be justiflable for an
interim package (waiting for AIPS++). However, the list below will play an important role
in determining the list of priorities for the fall of 1993

• Flagging operation ARESID (comparable to RRESID aL level OPERATION_O). The
Align/Selfcal residue for each indivudual uv-data point is used as a criterion to flag
that data point. The advantage over RRESID is that all interferometers are involved.
The disadvantage is that a good source model is required. The most urgent applica
tion is the treatment of calibrator observations (for whïch good models exist) by the
operational NFRA groups,

• Flagging operation DCOFFSET, to detect DC offsets caused by the ageing correlator.

• Automatic batch procedures (ABP) for certain flagging operations, for use by the op
erational groups in Vesterbork and Dwingeloo. Ideally, they should lead to a succinct
Quality Report for a particular observation, possibly with suggestions for action if
necessary (Expert System).

• Easy availability of the necessary information to set limit values for flagging crite
ria. For instance, the overall Redundancy noise for the entire Sector when using the
operation RRESID.

• The possibility of using ‘general’ limit values for flagging criteria, instead of explicit
numeric values. For instance: upper limit is 24REDNS, or 3.5tSIGMA etc.

• More detailed inspection tools for the flags that are set in the uv-data. At this moment
there is only the possibility to show all flags (of any type) per interferometer for a
particular Sector. This is only useful to see whether or not a certain interferometer
has been flagged. Moreover, it is cumbersome to have to leave NFLAG option FLAG,
and to enter NFLAG option SHOW.

• A SHOW option to view the internal flag list. Perhaps this could be gradually extended
to a full set of tools to edit the flag list, comparable to the tools for a list of source
model components.

• More user-friendly interactive flagging with the NOIDS display. This includes better
use of available GIDS functionality to indicate data to be flagged, and improvement of
the display of vital reference data (ifr. baseline, IIA, channel, value etc) at all times.

• At this moment, the NFLAG flagging operations ;vork directly on the uv-data in the
SCN-file. It miglit be preferable to collect the Aags in the internal flag list first, to he
co1iied w the uv-data (PUT) or an external file after inspection.

• Reading the nv-data into NOIDS direetly from the SCN-flle. The present implementa
tion requires the intermediairy steps via the program NMAP and the WMP file. This
was easier to implement, but is more cumbersome for the user. Ideally, the user would
of course like to interact directly with the uv-data in the SCN-file, in both directions
(like in All’S TVFLAG).

• In some wavs, it may he easier to determine which uv—dat a are bad’ from the the line
grij:ltis plots j,ruduccd Lv NPLOT.
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• Filtering operations on frequency-spectra, comparable to the AIPS option UVLIN. The
latter sirnply calculates and subtracts the average from the spectrum ofeach individual
uv-sample, to ‘remove’ the continuum, and thus to enhance the line. This technique
could be refined to subtracting low-order polynornials from the spectra. Moreover the
efîects of strong sources that are far outside the primary beam could be filtered Out

by removing high-frequency rippies from the spectra.
-, /

•
- 1

•

•



NEWSTAR appendix D:
AUTOMATIC BATCH PROCESSING (ABP)

J.E.Noordam (editor)

September 21, 1992

This document represents an intermediate update of a part of the NEWSTAR (Netherlands East
Vest Synthesis Tdescope Array Reduction) Cookbook, and has been generated at the date printed
above. It should be kept with your latest full release of the Cookbook until the next one appears.
Cross-refercnces to other parts of the Cookbook are not possible here of course, and have been
replaced by ‘T’.
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1 APPENDIX D: Automatic Batch Processing (ABP)
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MONGO GRAPHICS

Editor: J.E.Noordam

January 11, 1993

This document represents an intermediate update of a part of the NEWSTAR (Netherlands East-
West Synthesis Telescope Array Reduction) Cookbook, and has been generated at the date printed
above. It should be kept with your latest full release of the Cookbook until the next one appears.
Cross-references to other parts of the Cookbook are not possible hete of course, and have been
replaced by ‘?‘.

Contents

1 APPENDDC E: MONGO grapffics 2

1.1 A simple MONCO plot 2
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1 APPENDIX E: MONGO graphics

In many cases, the user will need the results of NEWSTAR processing in graphical form. In
order to make this easier, the output of programs like NGCALC can be specified to be in
‘MONGO’ format. These are ASCH files, organised in columns, which can be processed by
the MONGO graphics program. Because it is ASCIT, the knowledgeable user can easily edit

the file with a standard editor, to fine-tune the resulting representation.

MONGO Øis an interactive graphics program, written by John L. Toury. For a detailed
description, see the MONGO manual ([7]). In this section, a few simple examples are given
to give the user the general idea and to get him/her over the initial barrier.

In Dwingeloo, MONGO is only available on the VAX. Create the MONGO command by
typing
MONGO Cusers:Emongo]mongo.com

MONGO can be used interactively, or by means of a command “macro” (.MAC). The data
usually reside in an ASCII data file, which may be edited by the user.

1.1 A simple MONGO plot

Create a MONGO data file (extension .DAT). This is an ASCII, in which the data is lined
up in columns. In this case, replace the string “ “ in the first column with 0,1,2,3 etc to
indicate channel ar.

Thea make a MO1’IGO command macro (ext MAG):

data gain64a.dat MONGO data file
units —5 70 —10 10
xcol 1 x-values in lst column of data file
ycol 2 y-values in 2nd column of data file
box draw a box around the plot
ptype 4 3

connect
xlabel channel # horizontal axis Jabel string
ylabel .... vertical axis label string
id

Alternative: use MONGO interactively.



NEWSTAR appendix F:
SELECTED PAPERS

Editor: J.E.Noordam

December 14, 1992

This document representa a.n intermediate update of a part of the NEWSTAR (Netherlands East-
West Synthesis Telescope Array Reduction) Cookbook, and has been generated at the date printed
above. It should be kept with your latest full release of the Cookbook until the next one appears.
Cross-references to other parts of the Cookbook are not possible here of course, and have been
replaced by ‘7’.
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1 APPENDIX F: SELECTED PAPERS

There are some papers that are closely related to the material covered in this cookbook, and

may therefore be interesting to the user. Copies of these papers are attached here. Others

are mentioned in the bibliography of this Cookbook.

1.1 NFRA ITR 198a by W.N.Brouw

The N-series redundancy programs. Part 1 of): General introduction.

hy W.N.Brouw
NFRA Internat Techinical Report rit 198a, 2 sept 1992

1.2 Nature 1982 by J.E.Noordam and A.G.de Bruyn

High dynamic range mapping of strong rad1o sources, wiM apphcation to 8C84.
by J.E.Noordam and A.G.de Bruyn
Nature, Vol 299, No 5884, pp 597-600, 14 october 1982

1.3 Experimental Astronomy 1992 by M.H.Wieringa

An investigation of the telescope band calibration methods ‘Redundancy’ and ‘Self-cal’

by M.fl.Wieringa
Experimental Astronomy, Vol 2, pp 203-225. 1992

1.4

1.5
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1 Introduction

The N-series redundancy progmms replace te R-series. The major difference between the two sets of
programs is the ability to handle mozaicking, and to write All’S UV-fits data. The pmgmms run wit the
DWARF user interface on bot VMS and Unix. Actual Unix implementadons are available for teh Alilant
(Summer 1991) and will be available on DEC and SUN worksmdons (Winter 1991). The implementation for
Convexes is completely prepared.

The following programs are available:
NSCAN handle WSRT data (replaces RWTAPE and RSCAN)
NCAUB calibrate WSRT data (replaces REDUN and RLIGN)
NMODEL handle models of te sky (replaces RMODEL)
NMAP handle maps of WSRT data (replaces RMAP and RMFID)
NCLEAN clean maps (replaces RCLEAN)
NPLOT plot data, maps (replaces RPLOT and R?vWLO1)
NGCALC do a variety of calculations on data (replaces RGPLO’I)
NATNF reads tapes from the Australia Telescope Compact Array (ATCA)

The following dummy program (only for user interface purposes) is present
NGEN to specify some general usa parameters

Appendix A gives a shon overview of te possibilities of te programs. For details the Cookbook (see
LE. Noordam) should be referenced.

Dam is organised in files (called nodes in te programs). The following files are present:
data WSRT data; te file names end in 5CM
maps sky maps; the file names end in WMP
model sky model; the file names end in MDL

Files can be found in directodes (named somefimes database in programs), normally in te current user
program.

Witin a file sub-items are called sets (e.g. one spoke at one frequency of one field for a mozaick
observadon, or a map at one frequency). Sets are numbered contiguously, but are normally addressed by an
index.

The details of te way te programs were written and how the files are organized can be found in the
ITR 197 series.

2 Running programs

A full explanation of all the DWARF possibilities can be found in the “DWARF User’s Guide”. The
explanadon in this Chapter is concentrated on running te N-programs.

Before running the programs some symbols and logicals (aliases) should be known. Ask the System manager
about te proper login commands, or just cp (COPY on VMS) .login and ,cshrc (LOGIN.COM) from —wnb/
(USERS:[WNB]).

Programs are normally run by typing (note that in the above, and in te following te Unix version is
given; where different the VMS one is given in 0):

dwe program-name e.g. dwe nscan
0fl

exe program-name e.g. exe nscan

Now: cxc stands for czedutc, and can, and LhiS is prcfcncd, also be given as dv.’e or dwexe.
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ITR 198Wwnb/920902



The program starts running, and asks quesüons that will specify the action of the program. All guesfions
have some prompt information, and more help on the specific question can be obtained by typing a ? as
answer. 1f you stil! do not understand the quesdon, see the cookbook and/or telt me to improve the help
texL

The type of answer (value, name, opüon, yeslno, ...) depends on the quesüon. Some answer should be a
single value, some should be a list separated by commas. Jn the case of a numeric list, the answer can
also lie of the form: start-value [by increment] [to end-value]
There are ibree special answers that can always Ir given:

if or “t) (“Z) end-of-file. The general action is to testart the asking of questions aL a
higher logica! level in the program. In the case of options it indicates in
general the QUTT option.
empcy answer. In general this is taken to mean that no answer is given.
Depending on the keyword this can mean to by-pass a certain action, or to go
back to another level of questions. 1f the answer is essendal, ii will be
repeated.

* all. 1f interpretable it is taken as meaning hall possible value?, otherwise
the quesüon is repeated. or a special default value is taken.

In general (but with the exception of obvious interacdve programs) all quesüons for the program are
asked and checked for consistency, availability of files etc, before the program starts actually
executing.

After the program is finished a log of the program, including the quesdons and their answers and all
data produced by the program, is spooled to the lineprinter.
On this log you will see the answers to some questions that were never asked. These hidden questions need
normally no change, and are, therefore, not asked. Ways to change them are given in later secdons.

ii Streams

It is sometimes useful to run the same program in parallel, or to run a program regularly with a
specified set of answers. To be able to differentiate between the programs, programs cmi be run in
different s:reanzs. For all pradilcal purposes the program (and its pammeters) have different names.
Streamnames can lie any alpha-numeric swing, although for practical reasons integers may Ir preferred by
the user:

‘program-name$stream’ (program-name$srream) e.g. dwe ‘nscanS5’ (dwe nscans5)

The zero stream has a special meaning in specifying values aeross sweams.

2.2 Asking all

All quesüons (including the hidden ones) will be asked if you run the program as:

dwe name /ask e.g. dwe nscan/ask

Asking can also be enablcd for all runs of all programs by:

dws dwaifinomenu
ask=yes ask=yes
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2.3 Specifying answers

In addiüon to answering questions asked, answers can be also be specified before hand. This is
especially handy if you want to run programs in Batch mode, or you want to make sure that for a set of
programs the answer will be the same.

Answers can be specified before a program is run, by using the dws er specify command. To answer all
quesüons:

dwsprog-name e.g. dws nscan

Answering can be stopped aL any time by giving D (AZ) as answer.

1f you only want to specify a few answers:

dwsprog-name/nomenu e.g. dws nscanlnom
keyword=value ho_ronge=40,1O

The prog-name can be replaced by ‘prog-name$stream’ (pro-nome$srream) to specify answers for running in

a separate stream (the default stream is in general 1).

Note: the program name anWor stream can wnuin Lhe wildcard
Note: somt quesüons are asked more than on in the program. To specify all answers, sepenite than in dws with a ;. To make sust

that all answers are given It is much saferto ma a Psy-ron or a Saved-mn (ree later).

In view of the above and the following sections, it is dear that answers can be given in many different
ways. The program acLs on all of these as follows:

is there a specificadon for this quesüon in this stream? yes use it
is there a specification for this quesüon in stream 0? yes use it
is there a specificaflon for this question in NOEN in this stream? yes use it
is there a specification for this quesüon in NOEN for stream 0 yes use it
should the program ask the question no use program default
ask user use it

Note: NGD only for spedai quesüuns (next seaion)

2.4 Maintenance of answers

From the above it is dear that the variety of possibilities to specify answer to questions also makes
the possibility of errors quite large. It is therefore recommended to make sure that programs are run as
intended. To aid in maintaining the specified answers, run the following regularly:

dwv or view to show all specifled answers
dwv ‘prog-name[$sireom]lexzern’ (dwvprog-namej$sireom]/ex:ern) to show all specificadons

for specified program and
stream

dwc ‘prog-name[$sireamj’ (dwc prog-nomef$sireamj) to dear all specifications
for specifled program and
stream

2.5 Special questions
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There area set of special quesdons that are available for all programs. The answers to this quesüons
me normally taken by default, buL they can be specified. ibere are a number of ways they can be
specified:

dwe ‘pmg-name[$stream]/keyw[=value]’
Dr: dwe ‘pmg-name[Sstreaml/nokeyw’

dws ‘prog-name[$streamjftiomenu’
dws ‘prog-nameSO/nomenu’
dws ‘ngen[$slream)/nomenu’
dws ‘ngen$O/nomenu’

The special keywords are:

/LOG= spoollyeslnolappend

LOG JLOG=spool
/NOLOG /LOG=no
/RUN
/NORUN

IDATAB= directory

!DATAB /DATAB=””
/NODATAB /DATAB=”
/INHX= node shorthand

/INHX /INFDC=””
/NONNX RNHX=””
/APPLY=list-of-opuons

/APPLY /APPLY=*

/NOAPPLY /APPLY=NONE
IDE_APPLY=list-of-opdons
IDE...APPLY IDE_APPLY=NONE
/NODE_APPLY /DE_APPLY=*

2.6 Dry run

will set the keyword for specffied program and stream
will set the keyword for specified program and stream
will set the keyword for specified program and all streams
will set the keyword for all programs in the scream
will set the keyword for all programs and streams

specify if program log should be spooled (the name will be the
first three letters of the program name (capital). followed by
date1 time, letter (capital), .LOG), made but not spooled (name
will be PROG-NArvffiLOG), not made, appended to PROG-NAME.LOG.

run the program
start the program, ask all quesdons, save all the answers (as
if specifzed), specify for the program and stream RUN=YES and
stop program. This can be used to prepare a batch run e.g.
specify the directory in which the data mside (normally the
cuuent direccory, ie. 1(W)

specify a part of the node name that is always the same (see
later)

specify the corrections to be applied to data (see later for
full explanadon). The list can contain one or more of:
ALL, NONE, RED, ALG, 0W, EXT, POL, FAR, MOD, IFR, MIFR ,NORED,

NOMIFR

A program cmi have a dry-run, in which all quesdons are asked and all checks are done by:

dwe ‘prog-nameJ$streamjlnorun’ (dwe prog-namef$streamjlnorun)

In that case (except for obviously interactive program opüons) the program will not run, but will
specify all answers to all quesüons for subsequent runs.

2.7 Saved run

All answers in any program run cmi be saved for later use by:

dwe ‘prog-name[$streamj/save’ (dwe prog-name($srreamj/save)
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Noe mort than one /namc cao tr given a a dwe caO

3 Data formats

The progmms recognize three types of dam files:

WSRT dam (scans, SCN)
sky model dam (models. MDL)
maps (maps, WMP)

These files are called nodes in a dasabase (i.e. files in dkectory).
Node names area series of alpha-numeric character swings separated by poinis, e.g.:

mynode
mynode.2lcm.yesterday.s.x.c.d.file.dd

The maximum length is 80 characters (which means maximally 39 points). This node name is converted to a
file name by appending .SCN, .MDLor .WMP, converüng all . to —, converfing all lowercase to uppercase,
and replacing the — nearest but less than 47 to a .. This file name is than prefixed with the current
database (default nothing).
The dambase (e.g. -wnb/datW (USER5:[WNE.DATA]; ../other ([-.OTHER]) etc) can be specified as stated
earlier, or can be included in the node definition:

—wnb/datWmynode (USER5: [WNB.DATA]mynode)
../other/mynode.2lcm.yesterday.s.x.c.d.file.dd ([-.OTHER]MYNODE.2ICM....)

1f a database is specified in this way, it will be saved in such a way that all subsequent program zuns
in the same stream that have no explicit database set, will use it, including the currently running
program at all its further node questions.
Pais of a node name can be set aside for short-hand use. This can be done by the ll’WIX keyword (see
earlier), or in a node specifleation by enclosing a part in O This enclosed part will be from dien on
available to all pmgrams run in the current stream. Reference to the infix is made by typing a #. E.g.:

mynode.21(cm.yesterday.s.x.c.d.file.d)d is the same node as above
mynode.92#e will produce mynode.92cm.yesterday.s.x.c.d.file.de

Each node can conmin many sets (model nodes will hold at the moment only one set). In SCN nodes a set is
the data for one mozaicking field, at one frequency, done as a contiguous observadon (a spoke); in W?vW
nodes a set is one 2-dimensional map.
In cmaüng a node sets are given sequential numbers (0,1 ,..j. The number of sets can be very great
(e.g. a 64 point mozaicking widi 256 line channels and spokes of 1 mïnute every hour over 16 seaings of
ABCD will have 64*256*12*16 3000000 sets. To ease the use, an index is provided. Addidonal indices can
be made by the regroup or index opdons. This index is a series of 5 (SCN) or 6 (W?W) integers (0,1,...)
separated by poinis, e.g.:

0.2.3.4.5
7.9.0.1.3.2

The index is structured, the different levels are for SCN:

job(e.g. input mpe).subjob(e.g. mpelabel).moza-field.channel.spoke

where job, subjob and spoke are just running numbers, moza.field and channel the actual field and channel
numbers.

For WMP:
job.moza-field.channel.polarisation.type.number
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where all are just running numbers, except type which is 0 for map. 1 for ap, 2 for cover etc.

Sets (maps) are always specified as a list of definiUons. The sum of all these definitions define the
hypercube of dam to be used in the program. Lach enby in the list can be:

#value a simple direct set reference
value.value... a simple indexed refemnce. Omitted values are interpreted as . (al end)

or as * (in middle), eg.:
..2 **2*****

Lach value in the above two examples can be:

* to indicate all possible values
valI-val2 range of val!, valIt! val2
val!- vaIl-’
val!-val2:val3 range of will, vall+val3 val2
valflval3 val1*:val3

An example:
Let us assume we have a mozaicking observadons at 4 setdngs of ABCD of 60 fields, 64 line channels.
There will Ums be 12 spokes per 12 hour per field. These data are on 4 tapes:
Tape 1: label 1 6 hours, label 26 hours, both for 36 m
Tape 2: label 1 12 hours for fields 30-59, label 2 for fields 0-29 both for 72 m
Tape 3: label 112 hours all fields for 48 m
Tape 4: label 112 hours all fields for 90 m

The set numbers will be unknown, but the indices generated are (if they are read in in order of cape and
label):
Tape!: 0.0.0-59.0-64.0-5, 0.1.0-59.0-64.0-5 Note: continuum channel 0 also present
Tape 2: 1.030-59.0-64.0-1!, 1.1.0-29.0-64.0-11
Tape 3: 2.0.0-59.0-64.0-1!
Tape 4: 3.0.0-59.0-64.0-1!

1f a map is wanted of field 3! using spacings 36 m and 72 m averaging all odd channels between 17 and 25,
it could be specified as:

0..31,17-25:2,1..31.17-25:2
or: O1.*.31j725:2

A more demiled selection, in addition to dambase, node, sets, can always be made by specifying an hoor
angle range and polarisation selccdon to select data within sets (spokes), or by setting a delete biL in
scans to be skipped.

SomeUmes a program should be run more than once for comparable data. In that case loops can be
specified. A loop is a list of pairs of values. The first value indicates how often the loop should
execute, the sccond specifies an increment to be given at each run to the specified sets. 1f in the above
example maps wern wanted for fields 31,35 and 39 and each one for odd channels 17-25 and 41-49, the loop
would be specified (with the same set definition as above) as:

boops=3,..4,2,...24

1f for fields 31,35 and 39 a map had to be made of averaging resp. the odd channels 17-25, 23-31, 29-37:

loops=3,.A.6
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3.1 SCN files

A set ina scan file is a conügous in time combination of scans of a cenain field and frequency
channel. A scan is all the dam for all baselines and polarisaüons at a ceflain time. The number of

baselines depends cm the observing configumtion, the number of polarisadons is 1, 2 or 4 (always

interpreted as XX, XX,YY , XX,XY,YX,YY.
A scan has a scan header containing couecüons and a delete bit, a set bas a set header conmining
information on polarisadon contctions and model dam. Each dam point can be individually flagged.

Dam comes from WSRT or reducüon group mpes or is copied from other SCN nodes. In all these cases there
can be couecüons that are already applied to the dam. These couections are saved in the SCN Se. All
telescope based gain4thase errors are called OTHER corrections; additive interferometer corrections are
called 1F)?; multiplicative interferometer corrections are called MIFR; model dam are called MOD; and
their are also FARaday romtion, REFraction, EXTincdon, POLarisauon corrections.

The NCALffl calibradon program can use the data as provided to set and/or calculate also the above
specified corrections, were OTH is split into three paus: REDundancy, ALiGn and OTHer.

Before data is used in a program, the APLY and DE_APPLY keywords are used to determine what should be
done to the dam as saved in the SCN file before it is used.
DEAPPLY specifies corrections that were applied to the dam before it went into the SCN file, and

that should be undone (default: NONE)
APPLY specifies corrections that were dezermined on the basis of the data in the SCN file, and

that should be applied before the dam is used (defauh:ALL)

Norn that model, are handled differenily from one would think aL first sighL T consider a sky-model as data that was appiled to
the cosmic noisc kfore It was put in the 504 file. Hence, to subtnci the model fraai the data specify MOD in DE_APPLYI MOD in
APPLY will restore a model that was subtraclcd from the data bdom Ii was pot in the 504 file.

3.2 MDL files

Model nodes conmin information on sources. Sources have the following parameters:

intensity in WIJ
Q,U,Vin%
1, m in offsets to a central posibon
exiension in 2 perpendicular durections and direction of the major axis (assumed Gaussian shape)
rotation measure
specu-al index
idenüficaüon number
flags (eg. if clean component or proper source)

Model nodes come in three flavours:

local unknown central position and frequency
apparent the central position (and 1, m) are in apparent coordinates, and the frequency is

known
B1950 the central position (and 1, m) are in B1950 coordinates, and the frequency is known

Model nodes cao lie converted between flavours, in which case the 1, m offsets, the spectral index and the
romtion measure are changed.

The ealculaüon of model dam is time consuming. Therefore, a calculated model is saved in the SCN file
for which it is calculated, together with the source list uset In all programs that use the model dam
it can be specified how the model caiculation should lie done, and if the calculadon should lie saved. The
relevant quesüon is AfODE!. ACHON. which expects a list of three answers. The first one can be one of:
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merge replace the model saved in the SCN node with the one specified by the user. However,
rwst compam these two lisis, and only add the difference to the saved model data.
Le. make the calculadon as short as possible 1f the new list differs only slightly
from the saved one.

add replace the saved model witli the sum of the saved one and the one specified by the
user. The model calculated on the basis of the user specifled list is added to the
saved dam.

new replace the saved model by the model specified by the user, and calculate a
completely new set of model dam

temporary do not use any data in the SCN node, or wdte anything, but use the data based on
the list specifled by the user

increment use the saved model data, and add to it the model data based on the user specified
list, buL do not save anything

The second answer cmi be BAND or NOBAJVD, and specifles if in the model calculation source data should be
corrected for bandsmearing to match the actual dam bener.
The third answer can be TIME orNOT!ME to indicate the use of integraüon time smeadng.

3.3 WMP data

Each map in a WMP node consists of a 2-dimensional army of map values (even length of coordinates), and
is connected to a map header. A hypercube of maps cmi thus have different sizes in all dimensions.
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A Program options

The following describes for each program shorUy the different options. For details read the Cookbook or
run the programs.

A.1 NSCAN

DUtvW dump WSRT tape/opücal disk onto disk
LOAD1 bad WSRT data freom tape/opücal disk/disk into SCN node
COPY copy sets from SCN node to same or other
FROM_OLD convert R-series SCN mes to new fonnat
TO_OLD convert new format SCN nodes to R-series fonnat
SHOW show and (opüonally) edit any data in SCN node
DELETE (un-)flag data in SCN node
REGROUP make anoffier index to sets in SCN node
UVETS write SCN node data to tape/disk in APS UVfits format
PETS print a summary of any ETS tape/disk file, showing all keywords and a limited set of

data
CVX convert a SCN node from one machine’s data fomiat hun the current machine’s dataformaL

Note: if a SCN node is copied from one machine to another in F1?, always set binary
(=image) mode

NVS conven a SCN node to a newer version ifa program change necessitales it (you are always
wamed if you have to do this). Also:

calculates MJD and precession rotaüon angle 1f not present or in error
claculates XY type polarisaüon from LNOBS Stokes output

WERR WEG correct online system <61 tape mosaic error
WEI correct hour angles in scans

A.2 NMODEL

HELP some explanation on model lists
FIND find point sources in map(s)
UPDATE update source positions and intensity from SCN data
)WPDATE update source extensions from SCN data
CONVERT conven mode’ list from one flavour to another
BEAM correct model list for primary beam attenuation
DEBEAM apply primary beam attenuation to model list
SAVE save model and model data in SCN node
GET get a model list from a SCN node
FROM_OLD convert R-sedes MDL files to new format
TO_OLD convert new formar MDL nodes to R-series fonnat
CVX convert a MDL node from one machine’s data format into the current machine’s dataformat.

Note: if a MDL node is copied from one machine to another in F1?, always set binary
(=image) mode

NVS convert a MDL node to a newer version ii a program change necessilates it (you are always
wamed if you have to do this)

HANDLE make a user specified list
READ read MDL node into list
WRITE write list to MDL node
CLEAR dear list
ZERO empty list, but keep central coordinates and frequency

1. ONion not yet completely written at time of wdüng this ffR
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SHOW show list
LIST show list
RSHOW show list in RA, DEC Ls.o. 1, m posiüons
RLIST show list in RA, DEC i.s.o. 1, m posiüons
TOT show smdstics of list
ADD

2
add sources in list

RADD add sources in list based on RA, DEC
CALIB convert the list by scaling mntensities and/or moving 1, m posiüons

EDIT edit source list
FEDIT edit a field in selected sources in list
SORT son list in decreasing intensity
FSORT sort list on specifled field or value
DEL delete sources in list
DCLOW delete clean components below a limit
DAREA delete sources in specified area
DNCLOW delete non-clean components below a limit

A.3 NCALIB

REDUNDANCYaIcuIate redundancy, align or selfcalibradon correcûons. Actual type depends on
presence of a model.

POLAR polarisaflon corrections:
CALC calculate polaHsaUon couecüons
SHOW show polarisation corrections
COPY copy polarisation eorrecüon from one set to others
EDIT edit polarisation eorrections
ZERO zero corrections
VZERO assume WO and calculate X-Y phase difference and apply it to corrections

CALC caleulate and show
APPLY calculate, show and apply
ASK calculate, confum, apply
MANtjAbpply user value
COPY5 calculate from input, apply to output
SCAN calculate and apply per scan

SET set some correcüon dam:
ZERO zero selected corrections
COPY copy corrections from sets(s) to set(s)
MANUAL copy OTHER corrections from manual input
LINE copy all corrections from corresponding continuum channel

EXTINCT set extincüon correction
REFRACT set refmcüon correction
FARADAY set Faraday romtion cormction
RENORM renormalise telescope based en-ors

K’1 NMAP

MAKE make map(s)
SHOW show and opdonally edit any dam in map
SHOW calculate noise in (part efl map

2. Na yel implemented
3. Na fufly implemented
4. Na yet implementcd
5. Na yet implemented

—11—
ITR 198a/wnb/920902



FJDDLE play with maps:
ADD add two maps with weighting factors
AVERAGE average two maps with weighüng factrns
SliM acht a series of maps:

SUM add maps
NSUM add maps weighted with normalisaflon sum
BSUM add maps weighted witli bandwidth
BNSUM add maps weighted with bandwidth and nonnalisation sum
FSUM add maps weighted with user specified factors
NSSUM add maps with weights based on map noise

MOSCOM combine mosaic maps into one
POL make (Q+U)
ANGLE make ½arcmn(OJU)
EXTRACT extract pan of map
COPY copy map to other map
BEAM correct map for primary beam attenuadon
DEBEAM apply primaiy beam attenuation to map
FACTOR multiply map with factor

WI6HTS write 16-bil FITS tape
W32FITS write 32-bil FITS tape
FROM_OLD convert R-series map files to new format
TO_OLD conven new format map nodes to R-series format
CVX conven a map node from one machine’s data fonnat into the current machine’s dataformat.

Note: ifa map node is copied from one machine to another in Pl?, always set binary
(=image) mode

NVS conven a map node to a newer version if a program change necessitates it (you are always
wamed if you have to do this)

A.5 NCLEAN

HISTO produce histogram of map and/or beam
BEAM do Hôgbom type clean
UVCOVER do Clark clean
UREST restore a souite list in map with a clean beam
COMPON get a list of the largest clean components

A.6 NPLOT

MAP plot maps
DATA plot SCN data
MODEL plot MDL data
TELESCOPE plot telescope based correcfions
RESIDUAL plot interferometer residual data

A.7 NGCALC

NODE switch extracted data node
EXTRACT extract data from scan headers
PLOT plot extracted data
MONGO produce MONGO array from extracted data
COPY copy extracted data sets
BRIEF index of all extracted data
SHOW demiled listing of extracted data
MERGE merge extracted data sets into a new one
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TRANS interchange frequency and HA axes
CALC do calculations on extmcted data:

AVERage get average value
SMOOTHsmoo± (uiangular weight) extracted data
POLVit and subtract polynomial from data
DPOLY subiract specified polynomial from data
NULHear some data

COMBINE specify an expression to execute on exuacted data files
CVX convert data format from one machine to another
NVS get newest version of datasets

A.8 NATNF

LOAD bad ATCA tapes into SCN file
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